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Chapter 1

Introduction

...Space, the final frontier. These are the voyages of thel8peEnterprise. Its five year mission:
to explore strange new worlds. To seek out new life and nelizeivons. To boldly go where no
man has gone before[1]

Unlike the Starship Enterprise, we are bound to our homegpkamd its immediate surround-
ing to explore the mysteries of the Universe. For centutéswas done by observing the sky
using optical telescopes. In the 20th century, technosdgidvances allowed to further increase
our knowledge of the Universe by observing the sky in difféfeequencies of the electromag-
netic spectrum other than the visible light. But it was aeotliscovery that opened up a whole
new window to the cosmos. In the year 1912, an Austrian pistsi@amed Victor Hess inves-
tigated the altitude dependence of ionizing radiationryia number of balloon flights. The
ionizing radiation was believed to originate from naturadlioactivity of the earth and there-
fore decreases with altitude. But in contrast, Viktor Heissavered an increase [2] during his
balloon flight. This was later confirmed in a separate expemimSince the increase was obser-
vation time independent, Viktor Hess drew the conclusiat the measured radiation must be of
extra terrestrial origin other than the sun. This radiati@s called cosmic rays. This gave birth
to a new field of research with a lot of interesting questighi®ong them, the composition and
the sources of these cosmic rays. While the compositiomlgnaonsisting of protons, helium
nuclei and electrons, was quickly revealed, the sourcesced}y for the highest energies are
still a mystery. A mystery that might be solved with the hef@nother particle, the neutrino.
This particle was discovered as recently as 1956 by the empetPoltergeist3, 4]. Its proper-
ties, electric neutrality and a tiny cross-section, madeaitd to detect but also make it the ideal
messenger particle as it is not deflected in the interstelagnetic fields or hardly absorbed
by matter. Due to the small cross-section huge detectomweduare needed as realized in the
ANTARES or the even larger IceCube detector using watereasgcthe detection medium. Neu-
trino detectors usually make use of the so called Cerenkw, [produced by charged particles
moving faster than the speed of light in a given medium, ireotd measure neutrino nucleon
interactions. While the detection of charged particlesdpced in neutrino interactions, with
Cerenkov light is a proven and well working detection tecluei, the short absorption length
of blue light in water of~ 60 m poses a problem when it comes to large detector volumes. It
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2 Chapter 1. Introduction

requires a dense instrumentation and therefore is costane A new technique, the acoustic
detection, might offer the possibility to monitor large woies with a lot fewer sensors due to the
absorption length of sound in water &f 1km as opposed tez 60 m for light. The detection
principle is the following: a neutrino particle interagtiproduces an acoustic pulse which is
then measured. When a particle interaction takes placggredeposited in the medium of the
interaction. The deposited energy results in a rise of teatpee which in turn creates a measur-
able pressure fluctuation.

Acoustic particle detection is a new field of research. Teegtigate the feasibility, 36 acous-
tic sensors (under-water microphones, so-called hydnogsio part of the so-called AMADEUS
system, have been deployed as a part of the ANTARES expetiffiea 36 hydrophones are dis-
tributed in six local clusters of about one cubic meter edohunambiguously identify a neutrino
source in the end a good directional and source locationracgus essential. In this work in-
tensive studies of different direction and source locatemonstruction techniques are presented
and the feasibility of acoustic particle detection is prav€he directional reconstruction, which
greatly profits from the use of the local clusters is expldimeSec. 7. In Sec. 8 the position re-
construction of acoustic sources will be explained and #gpabilities of the AMADEUS system
demonstrated. Finally a signal source density in the vigioil the detector will be presented.
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Astro-particle Physics
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Astrophysics deals with the physics of the universe. Thiediht disciplines in astrophysics
range from mechanics over relativity to particle physiartiele physics investigates the matter
in our universe, the particles that form our universe ana theeractions. Astro-particle physics,
a relatively young field in physics, utilises messengeriglad from outer space to understand
certain aspects of our universe like the production andla@®n mechanisms in high energy
sources. First measurement of particles from outer sphee;dsmic rays, where performed by
Viktor Hess [2] in the attempt to show the altitude depenéasfeonizing radiation present at the
Earth’s surface. The discovery of cosmic rays opened a wihmhewindow to the cosmos and
also introduced a set of question regarding the origin andlacation of these particles. V. Hess
did not observe cosmic rays directly, but rather their cdrgecondaries created in interaction
in the atmosphere. To understand the acceleration mechswscosmic rays, astro-particle
physics makes use of a number of particles travelling thnamgace. Charged particles are the
prime candidate but pose one big problem: due to their chdngeparticles are deflected in
the interstellar magnetic field, thereby loosing all thefedtional information. Only for highly
energetic & 10! eV) charged particles, the influence of magnetic fields candggected and
an almost straight line propagation assumed, allowing &enke objects in our universe in a
differentlight. Another problem is that charged particles, and also negamma rays, can be
absorbed by other stars, planets but mostly by interstglist. The only known particles that are
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4 Chapter 2. Astro-particle Physics

not deflected by electromagnetic fields and only weakly diebby matter are neutrinos. This
makes them the ideal messenger particle, but also very baketect.

In the following, the neutrino, a cosmic acceleration mdtremd candidates for cosmic high
energy accelerators will be presented.

2.1 Neutrinos

In the early 20th century the explanation of the beta decaytfon decay) posed a big problem.
The energy of the neutron did not match the energy of the sbdgparticles produced in the
decay, in this case the electron and the proton. To solvertéryg balance violation, Wolfgang
Pauli (1900-1958) postulated the existence of a new ligitharged particle, the neutrino. The
nameneutring Italian for small and neutral, perfectly describes thdipl@. Small in the sense
that it has a tiny cross section and neutral since it has nmehdoth properties are ideal for
a messenger particle. As it has no charge, the particle wilbe deflected in magnetic fields.
The small cross section, a result of it only weakly interagtimakes matter almost transparent to
neutrinos, allowing for free propagation from its originll fhese properties make it the perfect
messenger particle to study distant or dense sources,dnubralkes it very hard to detect. It is
no real surprise that it took until the year 1956 to verifyatsstencel[3, 4].

The experimenPoltergeistfor the first time measured neutrinos via the reactich p —
et +n, thereby proving their existence. Given the existence®httutrino, the beta decay could
finally be described by the reaction formula

n—pt4+e + 1.

Neutrinos are generated in weak interactions, decays ynalolday six types of neutrinos are
known to exist, the electron-neutrino, the muon-neutrthe, tau-neutrino and their respective
antiparticles.

Neutrinos Ve | Vy | Vr
Anti-Neutrinos| v, | v, | 1%

The neutrino-nucleon cross section of a neutrind®@f eV <E,<10%! eV is [5]

E 0.363
Trot(VN) = 7.84 x 10~ 36cn? < : G;V) (2.1)

It is dependent on the neutrino’s energy, slowly increasiitly energy. In addition, neutrinos
are abundant. Practically, a human body is penetrated bytdB® neutrinos in one second.
Within one year about5 of these neutrinos interact with the human body.
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2.2 Fermi-acceleration

In order to understand the energy spectrum of cosmic raysthars the generation of high en-
ergy neutrinos, the acceleration mechanisms present mwverse have to be understood. Since
neutrinos can't be accelerated themselves, they have tehted in reactions by particles previ-
ously accelerated to high energies. Charged particleseacdelerated in magnetic fields. One
acceleration method capable of accelerating particlegtodnergies is the Fermi-acceleration.
Acceleration in this case is achieved by repetitive scatgenf charged particles from moving
magnetized plasma. First order Fermi-acceleration dessthe acceleration of particles by them
scattering on plane waves which, for example, occurs inksfroats of Super Novas Remnants.
This acceleration method, although there are others, witplained in order to illustrate how
particles reach these high energies.

A particles change in energy per scattering s = €E. After n encounters with the shock wave
the particle has an energy &f, = Eq(1 + €)", Eg being the initial energy. Given an escape
probability P.s., which is the probability of the particle to escape from tleederation region,
the probability of a particle still being present afteencounters i$1 — P,s.)". In order to reach
an energyt a particle has to scatter

. ln(E/Eo)
n= m (2.2)

times. The portion of particles with an energy gredtes given by

> 1 — Ppsc)"
NG E)~ 3 (1 Py = P .3
m=n esc
combined the equations yield
1 EN\”
NGB~ () .

. _ T, . . : :
with v = % R~ % % ;Z:C"’ whereT,, is the typical time for the acceleration

and T, the typical time for a particle to remain in the accelerafdreir quotient is the escape
probability. So the energy after a timés

t

EmaxSEO(l + 6) Teyele (2-5)
SinceT,,. is also a function of the energy the particle spectrum isrghse
dN(E)
dE
Second order Fermi-acceleration occurs on randomly bigegd magnetic mirrors. In order for

this acceleration mechanism to work strong magnetic fiehdslarge dimensions are required.
Protons, accelerated in such a mechanism, can reach higfiene/Nhen escaping the sources,

~ E-(r 1), (2.6)
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they can react with ambient matter and the photo-field. Ossipte reaction creating neutrinos
IS

p+qy— AT(1232) - 7t +n
— u
— et + v+ v
where the photons may be infra-red photons from the stat éigphotons from the cosmic

microwave background. This reaction results in a cut-offigh energies known as the GZK-
cut-off, see Sec. 2.3.4 and produces high energy neutrinos.
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2.3 Sources for high-energy cosmic rays

Cosmic rays are composed of electromagnetic waves and etyafi particles. Among these

particles are protons, alpha particles (helium nucleigviex nuclei, electrons and neutrinos.
Possibly originating from a variety of sources, cosmic ragser a broad range of energies.
Figure 2.1 shows the differential flux of the cosmic rays ag&fion of the energy. The spectrum
covers 12 orders of magnitude in energy, and shows a poweldarease of the particle flux with

rising energies.
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Figure 2.1: Particle flux over particle energy of cosmic rg8}s The extremely low flux at high

energies requires the instrumentation of huge volumesttxrtiparticles.

Some of the potential sources contributing to the cosmicspctrum will be introduced in
the following.
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Figure 2.2: A multi wave length image (X-ray (blue); Radied); Optical (yellow and or-
ange)) of the Supernova Remnant SN1006. This Supernovalsasved in the yeal006 and
is considered the brightest Super Nova recorded on Earth.

2.3.1 Supernova Remnants (SNR)

During a supernova, huge quantities of neutrinos are pejla99% of the supernova’s energy
is dissipated in the form of neutrinos. Due to their reldtivew energies (MeV scale) they are
however not of central interest to high energy astro phy$iesutrinos created in proton-proton
or proton-gamma reactions after the acceleration of theepuas in the shock fronts of the super-
nova remnant, can have much higher energies. The mattenldatinto space serves charged
particles as a shock front and can, via the Fermi-mecharisoglerate protons to energies up to
10" eV. An image of a super nova remnant is displayed in Fig. 2.2.

2.3.2 Active galactic nuclei (AGN)

Active galaxies are typical galaxies with super massivig(; ~ 10M., M, is the mass of
the sun) black holes at their centres. The black hole accretgter and emits in the radio,
infra-red, optical, ultra-violet, X-ray and gamma ray whsaads. Perpendicular to the accretion
disk, a collimated jet is formed accelerating particlesnergies up ta0%' eV via the Fermi-
acceleration, see Sec. 2.2. Figure 2.3 shows a schematitdraf an Active Galactic Nucleus.
The AGN'’s spectrum will vary depending on the observers tamsirelative to the AGN. An
observer looking at the accretion disk edge-on will mairdg s strong radio source since the
visible light is usually absorbed by the surrounding molacualouds. Looking straight into the
jet one will observe an object of high luminosity and varigyia blazar.
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~Radio
~ Galaxy
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Accretion Disk

Gas and Dust

RETUGRLE

Figure 2.3: An Active Galactic Nucleus (AGN): The charastics observed depend on the
position of the observer relative to the galaxy. Lookingitite jet a blazar, at an angle a quasar
and onto the disk a radio galaxy is observed. (Picture tatan f7])

2.3.3 Gamma Ray Bursts (GRB)

GRBs were discovered accidentally in the 1960’s by the Vatellte designed to monitor nu-
clear explosions which might violate a nuclear test bantyredasting from milliseconds to
several minutes these bursts are over a hundred times édrigifan typical supernovae and are
probably the most extreme form of energy bursts in the Usierhe distribution of GRBs over
the sky is isotropic and their spectra have a high red-shidicating great distances to their ori-
gin. These distances allow an estimation for the energwsele in such a burst, which is about
102! greater than the energy emitted by the sun. The created stwnk are assumed to ac-
celerate electrons and protons which will react to creatgrim®s which then propagate through
space.
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2.3.4 GZK-mechanism

The already shown proton-gamma interaction viaAlresonance, see Chapter 2.2, is responsible
for the so-called “GZK neutrinos”. Greisen, Zatsepin andziku (GZK) [8, 9] formulated a
threshold for the proton energy required for the produatibtihe A(1232) resonance interacting
with the 2.7 Kelvin microwave background. Protons that reach that tioleslose their energy,
which limits the protons ranges tc~a50 Mpc. The postulated GZK cut-off would lead to a drop
in the cosmic ray spectrum at 10" eV and result in neutrino energies of the same energy
scale. The effect has not yet been unambiguously measwed;ig. 2.4. The confirmation
of the expected GZK-cut-off is of extreme importance to cokgy. If it is not confirmed,
there must be unknown sources producing high energy pratoss to us. Current data clearly
indicate the existence of a cut-off. Either there is a cibotosmic accelerators reach a natural
limit resulting in an extreme reduction in the flux.

IoglO(E/eV)
18 18.5 19 19.5 20 20.5
(T! _I | T T T T | T T T T | T T T T | T T T T | T T T T | T
@
< (# g, {E)=22%
9 10%E 56 w
> C00,00060% g
& -
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107
- e Auger
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10'® 10° 10°
Energy [eV]
Figure 2.4: The energy spectrum of the Auger Observatonttedfiwith two functions and

compared to data from the HiRes instrument. The systematertainty of the flux scaled by
E3 is due to the uncertainty of the energy sca@®9). It is indicated by arrows. [10]

Measuring neutrinos produced by the GZK mechanism is ofigpeterest as they could
confirm the existence of the GZK-cut-off.
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The ANTARES neutrino telescope (Astronomy with a NeutrirdeScope and Abyss envi-
ronmental RESearch) is a water-Cherenkov detector logatdte Mediterranean Sea roughly
30 kilometres south of Toulon, France, at a depth of 2400 reetee Fig. 3.1. Water- or
ice-Cherenkov detectors are designed to mainly measurandpyoing charged particles. The
detector’s depth results in a large mass of water on top ofi¢ector which serves as a shield
to cosmic ray secondaries coming from above. Neutrinosher@nly known particles that can
freely propagate through the Earth which is the reason fdn auneutrino detector looking down-
wards. The ANTARES detector consists of 12 vertical stmegpso-called strings, measuring
480 meters in height, that are fixed to the sea bed by a deadhtw&gch string is kept taut by a
large buoy at the upper end of the string. The strings aregecin form of an octagon on the
sea floor and measure ab@0tmeters between each other comprising a total detector \@bafm
about0.01km? (see Fig. 3.2).

Each string consists of 25 storeys which are instrumentéudtiiee photomultipliers (PMs)
each. The photomultipliers are oriented around the vérdixia at an angular distance ©20°
and are looking downwards p° from the horizontal plane.The photomultipliers detect@h&ov
light produced by charged particles travelling faster tth@nspeed of light in water. These par-
ticles can be produced by neutrinos interacting with a rusctgeating a secondary particle such
as a muon which then travels through the medium. In additiotiné detection of Cherenkov
light, another method for particle detection is being itigeded: Particle cascades can also be
detected by acoustic sensors which will be discussed inl det@hapter 3.1.

The first storey of each line is locatdd0 m above the sea bed followed By storeys spaced

11
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Figure 3.1: Location of the ANTARES detector

evenly with a distance of4.5 meters. Signals measured by the photomultipliers areiskgitat
a storey level and sent to shore via the so-called junctiontoovhich all strings are connected.
The junction box is connected to the control and data caigaomputers on shore by4a km
long opto-electrical cable. This cable also provides thegydo the detector. In addition to the
12 detector lines a 13th line, the Instrumentation Line {1}, @vas deployed to monitor environ-
mental parameters.

The main goals of the ANTARES collaboration are:
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Acoustic Storey
(Pointing Down)

Buoy
ik A Acoustic Storey
H2 (Standard)

Cable to shore Junction Box

~180m

Figure 3.2: The ANTARES detector. Twelve strings supporta5 storeys of three photo-
multipliers each. Additionally a 13th line was installedrtmnitor environmental parameters.
The highlighted storeys am@coustic storeygach supporting six acoustic sensors. Each line is
connected to the junction box which is connected to the sht@ion by a 40 kilometre long

submarine cable.
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e Search for point sources of cosmic neutrinos and for diffiesérino flux from the universe
(in the range of a few 10 GeV to about 1 PeV).

e Measurement of the energy spectrum of atmospheric nestrino

e Search for neutrinos from the annihilation of WIMPs (Weakiteracting Massive Parti-
cles e.g. neutralinos) which may be gravitationally trappethe centre of our galaxy, in
the Sun or in the Earth.

3.1 AMADEUS

AMADEUS (ANTARES Modules for Acoustic DEtection Under thed is a subsystem of the
ANTARES detector with the goal of investigating the fea#ipiof acoustic particle detection.
Towards this aim six storeys were modified to support acos&nsors instead of photomulti-
pliers. One such storey consists of six acoustic sensorgseracoustic storeys are located on
the Instrumentation Line (ILO7) and on the Line 12, see Fi@. 3'he horizontal spacing be-
tween the two lines is about 240 meters. On the ILO7 the fiesegtis located about 180 meters
above the sea floor followed by a second storey with a vediséhnce of 14.5 meters. The third
storey on the ILO7 is located about 300 meters above the sea f@n Line 12 three storeys
are equally spaced between 390 and 420 meters above the@e®lawing six hydrophones on
one storey, thus forming a small local cluster, and applyfvegmentioned spacing of the clusters
allow for noise and transient signal correlation studiethwiter sensor spacing ranging from
aboutl m to 350 m at a water depth a2050 to 2300 m. Additionally local clusters offer the
advantage of quick direction reconstruction, thereby $igipg source position reconstruction,
discussed in the Sec. 7 and 8. AMADEUS was designed to imastthe background of events
mimicking particle interactions, to study the deep seaaaisd to evaluate signal filtering and
source-position reconstruction techniques. It also samge test bed for different sensor designs.
All design parameterd are essential to evaluate the féiagibi acoustic particle detection in a
possible future large-volume detector.

3.1.1 Hardware

One of the construction guide-lines in building the AMADEB\&tem was to use as much of the
ANTARES infrastructure as possible. Nevertheless, somis pad to be replaced by custom-
made ones. The optical sensors had to be replaced by acsessiors and the data acquisition
cards by custom ones meeting the requirements for acoussticlp detection. For the sensors
two strategies were followed. One was to use standard hizdrags, commercial and custom-
built units developed at the Erlangen Centre for Astropkrfhysics (ECAP). The other strategy
was to test so calledcoustic modulesin the following section the different sensor designs are
discussed and the data acquisition is described.
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Figure 3.3: Schematic of the AMADEUS setup. Storeys laldetid are equipped with com-
mercial hydrophones while the ones labelled H2 use custesigded hydrophones. The storey
labelled AM holds acoustic modules.

3.1.2 Acoustic sensors

The hydrophones used in the AMADEUS project utilise the pielectric effect for converting
pressure fluctuations into an electric potential, typicailthe order ofuV/Pa without amplifi-
cation. They consist of a piezo ceramic with a pre-amplifi@ir{~ 50 dB) in a polyurethane
housing protecting the electronics from the harsh envimirm the deep sea. Figure 3.4 shows
a custom-built hydrophone used in the AMADEUS system [11jafon of the hydrophones is
realised by plastiarms These arms, within one horizontal plane, are aligned ahgleaf120°
with respect to each other supporting one hydrophone eaelfig. 3.5. One storey consists of
two horizontal planes comprising a local cluster of six loghones. The distance between two
hydrophone planes is abdug5 m while the distance between two hydrophones within onegplan
is about0.90 m. The sensor supports allow for the sensors to be mountetiqgpeither upward
or downward. For the Instrumentation Line all sensors wesgalled pointing upward. This was
done given the large volume of water above the the hydropghand the directional sensitivity
of the hydrophone. On Line 12 however one storey was configwith sensors pointing down-
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\
6=0°
6=90°
>
6= 180°
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Figure 3.4: A custom built hydrophone developed at the EdanCentre for Astroparticle
physics. The sensor element, a piezo ceramic, and a prafi@mplned for the frequencies
relevant for acoustic particle detection, are coated inlgysethane housing.

wards allowing for comparison between the two configuratiand for drawing conclusions on
the ambient noise directivity.

Figure 3.5: Support of the hydrophones. Six such suppoetsnaunted on each acoustic storey.

The second approach in sensor design taken was the deveibphaeoustic modules. The
sensors, like hydrophones, consist of a piezo ceramic amne-amplifier, but instead of placing
them in a polyurethane housing they were glued to the indidegtass sphere. The glass sphere
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is of the same type as used for the photomultiplier housiritgem@ANTARES project, protecting
the sensors from the high pressure. ldeas behind this agpera to investigate the possibility
of creating a dual sensor module consisting of a photontigdtipnd an acoustic sensor accom-
modated in the same housing and protecting them from thegregsure. A picture of such an
acoustic module can be seen in Fig. 3.6. It comprises twosticosensors within one glass
sphere. The storey equipped with acoustic modules cortdigiisee such spheres attached to a

Figure 3.6: Picture of an acoustic module, three of such AMs@ounted on one storey.

standard ANTARES storey frame.

The frequency range of all acoustic sensdrdq 50 kHz) is matched to the one relevant for
acoustic particle detection, see Fig. 4.1. The averageats@ysanges from140 to 145 dB

re 1V/uPa (.05 to 0.1 V/Pa) at an inherent noise level ®95 to 120 dB re 1V/y/Hz (1 to 5
uV2/Hz).

Detailed studies regarding the sensitivity as a functiofrexjuency and its angular dependence
were conducted. The results are shown in Fig. 3.7. Featwlesvd0kHz are caused by the
experimental set-up. The commercial hydrophone has avalaftlat sensitivity curve for the
relevant frequencies while the custom-designed versiowsisome more pronounced features.
Clearly visible for both sensors are their global maximuai$;1 kHz for the custom-designed
and45 kHz for the commercial hydrophone, indicating the resoeainequency of the respec-
tive piezo element. The directional sensitivity for a comeored sensor is shown in Fig. 3.8.
In the horizontal plane, defined IBy= 90°, the sensor shows very little variation, i.e. it has a
uniform sensitivity in all directions. In the vertical plarfd) however, the sensor shows some
more pronounced features for frequencies gre@i&Hz where the overall sensitivity drops for
angles< 60° or > 100°. For frequencies abow) kHz it is most sensitive to horizontal direc-
tions. Signals from directions with angular values excegdl65° are essentially shielded by the
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Figure 3.7: Mean sensitivity of a custom hydrophone (red) ancommercial hydrophone

(blue)[11]. The resonant frequencies of the piezo elementifasts itself by a local maximum
at31 kHz for the custom hydrophones a#tlkHz for the commercial hydrophones.

electronics and the cable attached.

The directional sensitivity changes the signal shape digr@non the angle of incidence.
Furthermore, for each direction the signal is distorted tutie signal transfer function of the
sensors. This has to be taken into account in order to aetyratentify an acoustic signal.
Figure 3.9 shows the response of a hydrophone to a bipolaalsiggoth the expected and the
measured signal are shown indicating the good understquodlithe sensor element.

3.1.3 Signal digitisation

The signal generation principle of the acoustic sensorsedlsas the necessary sampling time
and resolution greatly differ from that of photomulitperHence the ANTARES digitisation
boards inside the storeys were substituted by the so-cAlbedADC boards (see Fig. 3.10)
especially designed for the needs of acoustic particlectiete

The analogue part of the AcouADC board filters the sensorasigith a band-pass filter
matched to the desired frequency range of alidddiz to aboutl00 kHz and amplifies it. The
amplification is done in two stages, the first one has threingst1.00, 10.0 and 100 while
the seconds stage offers four setting80, 1.78, 3.16 and5.62, allowing for a total range of
to 562. The maximum sampling rate of the AcouADC580 kSamples/s with the possibility
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Figure 3.8: Directional sensitivity of a commercial hydngpme used in the AMADEUS system,
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can be regarded uniformly sensitive in the azimuth, demiatan be observed for vertical angles.
For angles greater thar5° to the polar axis the sensor is shielded by the electronidsfza
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Figure 3.9: Response of a hydrophone (right) to a bipolaradigroduced by a transducer (left).
The recorded signal quite well matches the expected sigRath, the sensitivity of the hy-
drophone and the characteristics of the transducer weea iako account.[11]

to digitally down-sample t@50 kSps andl25 kSps. The digital part of the AcouADC mainly
consists of a Field Programmable Gate Array (FPGA) and aaxdontroller. It handles the data
of the sensors, transforms the data into the ANTARES datadoand communicates with the
data acquisition on shore. It is programmable from the shotereceives the operation settings
used for both the digital and analogue part. The FPGA is symited by a 20MHz clock giving
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Figure 3.10: AMADEUS data acquisition hardware. The cardststs of an analogue and a
digital part. The analogue part of the final design is shigldeminimise interference with other
electronics.

a synchronous start time of the acoustic storeys with anlatesencertainty ofl00 ns.

3.1.4 Detector operation

AMADEUS uses its own operation control program which is rmgnon a server dedicated
to acoustic particle detection only. Using separate hand-software ensures no interference
between the AMADEUS system and ANTARES. In addition threevesetype computers for
data filtering and storage of acoustic data were installedpfore details see [12]. Standard
detector operation settings are a gain factor@ and a sampling rate @50 kSamples/s. The
gain factor ofl0.0 is motivated by the ambient noise at the sensor sensitivitg.down-sampling
by a factor of two is due to the maximum transfer rate of eaohegtand the sensitivity of the
sensors. Data rates for the complete AMADEUS syst&rsénsors) are abo#0 Mbps.
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4.1 Particle induced acoustic signals

In 1957, G.A. Askarian first discussed the thermo-acoustidehsetting the base for acoustic
particle detection [13, 14]. The thermo-acoustic modektdbss the creation of sound waves
induced by a local energy deposition, e.g. from a partickcade, in a medium. The energy
deposition heats the medium locally resulting in a presshesge and thus a sound wave. Test
measurements using proton and laser beams have been peafomenifying the theory [15, 16].
For neutrino astrophysics this presents a possible metiratktecting ultra-high energy neutri-
nos. Since the absorption length of sound in watdmi @ 10 kHz) is significantly larger than
the attenuation length of ligh6Q m for blue light), much larger volumes can be instrumented
with the same amount of sensors for the same costs compaocearemt Cherenkov detectors.
Acoustic neutrino detection can't however be regarded assaiple replacement of Cherenkov
detectors but rather as a supplement, which will be disclisser.

4.2 Signal generation

When a neutrino passes through a medium it can interactreitheneutral or charged current
reactions, generating a cascade composed of a hadronior aardelectromagnetic part. The

21
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particles in the cascade deposit energy along their traottdcecally heat up the medium, water
in case of ANTARES/AMADEUS. The change in temperature ofwaer causes the water to
expand, at a water temperature of greater than four degrsaI€. The expansion of the water,
which is fast with respect to hydrodynamic time scales gfsaresults in a pressure change
which creates an acoustic signal. The time scale of the grgrgosition is in a time frame of
txk = % whereL is the length of the particle track amdthe velocity of light ©,4tice ~ ¢).
Since the time scales of energy dissipation is much largeetiergy deposition can be regarded
as instantaneous. The signal process is theoreticallyamqu by the thermo-acoustic model
mentioned above. It explains the creation of sound signaéstd a sudden expansion of the
heated water in the region where the cascade deposits itpeiide time and space signature of
the pressure signal (acoustic sign@l(y, ¢) is given by an inhomogeneous wave equation. The
inhomogeneity is due to the energy distributig, t) of the cascade. [14]

2 2 (7
cZ ot2 C, of?

(4.2)

« is the heat expansion coefficieqt, the specific heat capacity of the water anthe speed
of sound. The solution of the equation is the Kirchhoff-gred,
dV 82 _; ‘7 — 17’

Fot— (4.2)

P(r 1) 47‘CC/’ Cs

which is integrated over the entire volume. The energy dépass assumed to be instanta-
neous, therefore

241 = a(P)o(t) @3)

With this assumption one obtains:

> q

P(7,t) = 47TCp c2 BR . do (4.4)
The integration over the surface of a sph&femth the radiusR = ct, the observer is at the

midpoint7 of the sphere.

The signal depends on the shape and size of the energy depasitd the properties of the

water like the medium properties of the water, the heat esiparcoefficientr, the specific heat

capacityC, and the velocity of sound. The properties of the medium are sometimes combined

in the ‘Gruneisen-Parameter’ parameter

y=—= (4.5)

The factora is strongly temperature dependent. 4kt C it is equal to zero and therefore no
acoustic signal will be generated at this critical tempeeat This was confirmed in laser beam
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measurements [17].
The acoustic signal is of bipolar shape and its amplitude s 10 mPalELE% @ 200 m distance.
The length of the signal (peak-to-peak) is abddiiis and its peak frequency abolit kHz @

1000m. An example of a simulated signal is shown in Fig. 4.1.
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Figure 4.1: Left: Simulated bipolar pressure pulse created 10° eV hadronic cascade at a
radial distance of km. Roughly half of the pressure pulse is produced withinter¢d radius
of 1cm (dash-pointed line) of the cascade, whereas the enesgyybdiion within a radius of
2 cm (dashed line) is nearly completely responsible for thed Bignal shape (solid line). Figure
adapted from [18]. Right: The power spectral density of igaal.

4.3 Signal propagation

In this section the propagation of the acoustic signal pcedwy a neutrino-induced cascade is
discussed. As shown above, the shape and the propagatioetggof an acoustic signal greatly
depend on the energy deposition dengity, ¢). In the case of a neutrino-induced cascade the
typical dimensions are tens of meters in their longitudarad a few centimetres in their lateral
direction [19]. Therefore the pressure pulse propagatesiag perpendicular to the axis of the
cascade, the thickness of the ring is specified by the lenigtheocascade and is rotationally
symmetric to the cascade long axis, see Fig. 4.2.

The sound front is getting wider as it propagates throughatheer. The disk shaped ex-
pansion, assuming a sufficiently instrumented detectionvalto reconstruct the direction of the
cascade, using the orientation of the disk, and thus thetarel information of the primary par-
ticle. The signal amplitude profile inside the disk is showikig. 4.3. A significant dependence
on the position along the axis of the cascade can be seen.

Due to the cylindrical emission geometry, the signal amgétis proportional td / /7 in
the near field and it is proportional 1¢/r in the far field, where is the lateral distance from the
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Figure 4.2: Visualisation of a neutrino induced sound waMee neutrino induced cascade de-
posits its energy in a narrow region of abdutm length and a few cm width. This energy
deposition geometry results in a pancake like propagatamgptry.

source. The transition from near field to far field is at a distain the order o100 m. Figure 4.3
shows the amplitude as a function of the distance from theeehthe cascade. It also accounts
for the attenuation length of sound in water which is largmpared to light &£ 60m). The
attenuation length ranges frord km at1 kHz to 100 m at100 kHz. For the maximum relative
signal power around 11 kHz the attenuation length is aBéut.

The sound velocity depends on several factors like the tensithe medium. Thus a sound
velocity profile evolves in a medium. This can cause refoactf the signal. For the AMADEUS
detector the sound velocity changes due to the change isyeeand the density which is a
function of the depth.

4.3.1 Velocity of sound in water

The propagation of sound rays primarily depends on the tlensithe medium. In case of
AMADEUS the medium is salt-water, therefore the dengifydepends on the salinity, the
temperaturel’ and the pressur. This, as already mentioned in the previous chapter, esult
in a velocity profile. Figure 4.4 shows the velocity of soundi ahe temperature, each as a
function of depth at the location of the AMADEUS system. Bptbts show a decrease for the
first 100 m. At greater depths the temperature is more or less constale the sound velocity
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Figure 4.3: Left: Simulated signal directionality fol8°° eV shower at 1 km distance from the
origin, normalised to the peak pressureéat(perpendicular to the shower axis). Right: Peak
pressure as a function of the distance from a cascade witathe energy.

increases linearly. The measured data are consistentiveittedculated values resulting from the
evaluation of theJNESCQalgorithm [20].

A good approximation for the increase in velocitybisn/s for each degree in temperature
and0.02m/s for a depth change of one meter. This change in the velotgpund has to be
taken into account when reconstructing source locatioaslatance of more thankm since the
refraction then starts to significantly alter the angle afdence on a sensor. Refraction effects
will be discussed in more detail in the following.

4.3.2 Refraction

Changes in the velocity of sound cause acoustic signalsrefizeted along their path. To get an
idea of the magnitude of the direction change, the diffeedpetween straight line propagation
and the actual signal propagation was evaluated. In ordsiniplify the calculations the fol-
lowing assumptions were made: The water is horizontallydiation invariant, the sound waves
propagate planar in a coordinate system withztlaexis pointing vertically upward and theaxis
pointing horizontally; sound propagation is in tfwe z)-plane, a third dimension is not needed
given the horizontal translation invariance. The velodfysound isc(z) = ¢o — kz, where
co = 1.546 x 103 m/s and the sound velocity gradieht= 0.01654/ s, typical values for the
ANTARES site.

Two sound rays with a vertical distanee will experience two different sound velocities
given by the sound velocity gradieht This results in a slight difference in path lengdthfor a
travel timet of the two sound rays. This change in path length causes thenom wave front of
the sound rays to be refracted upwards, see Fig. 4.5.
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Figure 4.4: Left: The sound velocity as a function of the depteasured at the site of the
ANTARES detector. Right: The temperature profile at the ARRES site. The impact of the
temperature on the sound velocity can clearly be seen. B&lown the temperature is about
constant resulting in a steady increase of the sound veglaiih the depth.

Their path lengths during this time interval differ by

O0s =tc(z) —c(z+Az)] =t-kAz . (4.6)
With éx = ¢(z)t - cos a (see Fig. 4.5) this gives
0s = M . 4.7)
c(z) cosa

From the geometry of the triangle ABC we obtain:

Az
COS &

5s = AC - tan(éa) = Su . (4.8)

The comparison of equations the (4.7) and (4.8) results in

o k
In order to eliminatda anddx, we usedz/dx = tan «:
d’z  dtana da 5\ da
o= o (1—|—tan oc) = (4.10)
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Figure 4.5: Two parallel sound rays, with a vertical disat Az, propagating through an
infinitesimal volume of water. The z dependence of the sowhality tilts the wave front by an
angledu

With o = da anddx = dx this gives: results in

d2z dz\*| &k
dx? [1 * (dx) ] c(2) #11)
or, in simplified notation
p_ g 1+ (@)
Z =k ke (4.12)

For short distances, i.e. in the order of one kilometer,¢h@tin the denominator of equation
(4.12) can be approximated lay — kz ~ ¢y without much loss of accuracy( 1%). The
resulting differential equation is

k
n_ " "2
= (1+(z) ) , (4.13)
which can be solved analytically by the ansatz
Z/(x) = tan (Ci(x — C)) , (4.14)
0

with ¢ being an integration constant. Analytic integration ygeld

2(x) = —%-m {Cos (%(x—é))} +7 (4.15)
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with a further integration constaft

The integration constants need to be determined from thi@liboundary conditions. For
this workzy = z(xg) andz{, = z’(xo) were chosen. This corresponds to the emission of the
signal with known direction and origin. Without loss of gesléy we can setyy = 0; ¢ and(
are then given by

zh = — tan% = = —%0 arctan(z() (4.16)
and, sinceos x = 1/v/1 + tan?x,
zo = z(0) = —%O In [cos (arctan(zy))] +¢ = % In (1 - (26)7') +
~ [ = z— % In (1 n (26)2) . (4.17)
With these results;(x) can be written as
z(x) = z9 — %O In l 1+ (z})? cos <I;—;C + arctan(zé))} ; (4.18)

using the relationgos(x + y) = cosxcosy — sinxsiny andsinx = tanx/v'1+ tan? x,
Equation (4.18) can finally be simplified to

z(x) = z9 — %0 In {cos (IZ—X) — 7, sin (]Z—x)] : (4.19)
0 0

The results of Eq. 4.19 for the propagation of sound rays i@engn Fig. 4.6 and 4.7.
In this work the sound sources studied are in close proxiofithe detector. Following the
results explained in this Section, refraction for such sesiican be neglected.



4.3. Signal propagation 29

depth [m]

-1000

-1500

-2000

|\\\,;z:\\\\i\\\\i\\\\i\\\\

-2500\\\\ TR BN N S L1 \\\-i\\\\ SRRl ) SRS

0 100 200 300 400 500 600 700 800 900 1000
distance [m]

Figure 4.6: Propagation of sound rays emitted at differemgles from a position ok =
—2050m. Their propagation takes refraction into account. Thepagation appears almost
linear, for differences to straight line propagation seg F.7. Temperature effects of the top
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Figure 4.7: Difference/Az) between linear propagation and a refracted sound wavexpexcted,
the effect is relatively large for sound waves experienemgeat change in sound velocity.
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4.4 Acoustic background in the deep sea

Acoustic particle detection in the deep sea is challengspeeially due to the wide range of
background sources. Among them are:

e Seismic activities

Pressure changes due to current induced turbulences

Ships

Wwind, rain, waves and spray

Biological sources (e.g. whales, dolphins)
e Thermal noise (due to molecular movement of the water)

These background sources can be grouped into two diffeypast One consists of transient
background signals. These signals, created by ships alajlwal sources, for example, con-
tribute to the overall noise but are not present all the tiN@ise created by the wave movement
and thermal noise, so called persistent or ambient noismtisorrelated with activities around
the detector except for the weather which fluctuates on margjet times scales than the pres-
ence of dolphins for example. Of great interest is the spedistribution of the background with
respect to the one of the signal. One of the dominating backgt sources is the noise induced
by wind. Figure 4.8 shows the noise spectrum in the deep sehffierent wind speeds.
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Figure 4.8: Noise spectra for different wind speeds and tpe&ed spectrum of the signal, the
signal nicely fits into the minimum of the noise [21].
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The frequency band frorh kHz to 100 kHz is largely dominated by the wave movement
(the sea state), the spectrum decreases for higher freiggefitiermal noise —increasing with
frequency— dominates the noise spectrum alddskHz. The expected signal lies in the mini-
mum of the noise spectrum, see Fig. 4.8. This coincidencelul for the challenging task of
acoustic neutrino detection.

As shown above, there are several possible backgroundesouro investigate the feasibility of
an acoustic particle detector the evaluation of the backyt@t a potential site is essential. This
encompasses long term studies of the background on longhanictisne scales. Short time fluc-
tuations of the background originate from transient saufié® ship traffic and sea mammals.
These signals can render the detector essentially mutegine time of the occurrence. M. Neff
is investigating the rate of neutrino like signals and haseoled a dependence of the rate as a
function of the day time, see Fig. 4.9. Neutrino-like signal this case mean that a detected
signal has a bipolar content which unfortunately holds fangndetected signals.
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Figure 4.9: Mean distribution of signals with bipolar camtef the time of day for time period
of two months.

Also of great interest is the persistent background, thei@mimoise. As mentioned above
the background largely varies with the sea state. This tvani@ould be verified at the site of
the ANTARES detector, see Fig. 4.10. The background is fiigependent on the current sea
state which in turn is a result of the strength of the wind. Theelation coefficient between
the weather and the observed ambient noise is aki@ut Fortunately weather conditions are
favourable for neutrino detection most of the time as candss sn the colour coding of Fig.
4.11. It indicates low wind speeds most of the time thus leguth low background noise in the
detector. The mean noise level is abbimPa which leads to a signal energy threshold of about
108 eV
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Data reduction and signal processing
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In this chapter a few techniques for signal processing vélelplained and exemplary ap-
plications shown. The introduced procedures are used tooweghe signal-to-noise ratio, for
signal identification and for data reduction.

5.1 Band-pass filter

A very simple technique for signal processing is the appbeoaof a band-pass filter. Since
neutrino-induced acoustic signals are primarily expettedfrequency band & kHz — 50 kHz
suppressing the other frequencies significantly improkiessignal-to-noise ratio. Simulations
of neutrino-induced cascades with energie€@fs.5qe> 10%eV show that a band-pass filter
alone can be sufficient to suppress the background to a leadliag to trigger on a possible
signal, e.g. by a simple threshold trigger[22].

5.2 Cross-correlation

Signals with a small signal-to-noise ratio (SNR) can be tbby applying a cross-correlatién

+t/2 , ,
A(t)=([r+s]®s)(t) = /—r/z dt [r+s](t+7)s(t) (5.1)

1A technique very similar to matched filtering, described.ip ¢23].

33
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wheres(7) is the template of the expected signal dnd- s)(7) is the measured pressure am-
plitude containing backgroundand possibly a signal A(t) will have local maxima at times

t where the signal template is similar to the recorded datedticig the existence of a signal at
a timet. The identification of a possible signal is again triggergdhe crossing of a threshold.

An example for the application of a cross correlation filten ®e seen in Fig. 5.1. Although in

this example a threshold trigger would not suffice to idenitife signal, additional methods for

improving the signal-to-noise ratio can be applied. Oneheke methods will be explained in
the following section.

5.3 Stacking

An effective method to improve the signal-to-noise ratistescking Applied for decades e.g. in
geophysics for the detection of seismic waves, this metlsed arrays of sensors to identify a
coherent signal. In the case of uncorrelated noiged a fully correlated signalin sensors, j
the mean instantaneous signal powerf@ensors is

() = ( (L) ) = 9e() wan o) = ().

while the mean noise reduces to

()= {(£r) ) =) vin = ()

thus resulting in a signal-to-noise ratio of

S S

R = \/Nr (5.2)
where, in our case, the sums run over the individual sigral® fall N hydrophones and)
represents the mean. TRENV-dependence is the best-case scenario for completely nefaied
noise, but clearly indicates the benefit of using a largerlmenof sensors operated in clusters as
they can be used to improve the signal-to-noise ratio. Iiphgsics, detecting seismic waves at
local stations, this method can be applied passively byimgaalt the sensors in parallel since
the duration of the signal is large compared to the diffeeanarrival time at the different sen-
sors. In our case, due to the signal length and dimensiortsea$énsors, an active procedure
known asbeam-formindhas to be used. This method will be discussed in detail in Bec.

The application of the introduced methods are demonstraithdesults from simulations in
Fig. 5.1 and 5.2. In the simulation the data for the noise hadignal were simulated assuming
a sampling frequency d&f00 kSps. The noise spectrum was modelled using the data from Fig
4.8 for 13 knots of wind. A cascade energy dD' eV at a distance a200 m and a system of

21 knot= 1.852 km/h
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six hydrophones have been assumed. For this example thed aigival time is the same for all
hydrophones. Figure 5.1 (top) shows the output of a singtekdphone with a signal at about
0.0019 s. Identifying the signal is impossible in this case.
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Figure 5.1: Top: Simulated output of a single hydrophonénaitnoise level corresponding to
13 knots of wind and a signal of 80! eV shower aR00 m distance, occurring at abo019

s (see marker). Bottom: After application of a cross-catieh filter unwanted frequencies are
removed. The SNR for the signal indicated by the marker igavgd.
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Applying a cross correlation significantly improves thersito-noise ratio of a single hy-
drophone as can be seen in Fig. 5.1. Stacking the output eixalydrophones improves the
signal-to-noise ratio to a point where a threshold trigger loe applied, see Fig. 5.2. Evidently a
combination of all introduced methods is useful in ordertocessfully identify a signal. The ad-
vantage of using clusters of hydrophones in order to idgstgnals is a promising approach for
future detectors. Furthermore, a cluster greatly simglifiee reconstruction of sources, which
will be discussed in Sec. 7.
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Figure 5.2: Stacked output of six hydrophones, after appba of the cross-correlation. The
signal at0.0019 s becomes clearly visible.
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5.4 Signal envelope

There are different possible methods to compute the engeddba signal. A commonly used
method is to take the square of the recorded signal and agptkie result to a low-pass filter.
In order to maintain the correct amplitude, the squaredadigas to be multiplied by a factor
of two since only the lower half of the signal energy is kepd #me square root taken to adjust
for the distortion created by squaring the signal. Altenedy the envelope of a signal can be
computed by applying a Hilbert-transformation which haswcimhigher complexity than the
method introduced. Figure 5.3 shows a signal and its eneedomputed as described, using a
low pass filter removing all frequencies abdvekHz.
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Figure 5.3: Recorded transient signal of unknown originigmdnvelope.
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Chapter 6

Prerequisites for data analysis
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Before data of the AMADEUS system can be analysed a few doorecand processing
steps have to be performed. This section discusses pradspecially needed for the location
reconstruction of point sources.

6.1 Storey dimensions

Direction reconstruction is a prerequisite for source fimrareconstruction which is explained
in Chapter 8. It is performed on each storey individually #ngs requires precise knowledge of
the sensor positions within one local hydrophone clustee @ the stiff fixation it is possible to
measure the positions of the sensors in a cluster beforeytepht in the sea. The knowledge of
the distances of three hydrophones to a reference pointeociditer structure and the distances
between all hydrophones allows to obtain their locationanoipiguously. Figure 6.1 shows a
schematic of an acoustic storey.

A more detailed description of obtaining the positions ilatien to each other will be ex-
plained in the following.
The following coordinate system was chosen. Hydrophonegdid), three (H3) and five (H5)
lie in a horizontal plane with equal0. The hydrophone H1 is at the origin. The x-axis points in
the direction of H3. Geometrical calculations render thgifans

TH, = (0} 0;0)
TH, (m/ O; 0)
rHy = (H1H5 COS(,B);HIH5 SIH(IB),O)

39
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Support

Hydrophone H1

H5

Electronics
Container

Fanout

HO —

Figure 6.1: Schematic view of a storey. To calculate thetmrs of the hydrophones the dis-
tances of the hydrophones to each other are measured. dwliyi the distances of the Hy-
drophones one, three and five to a reference point are melasoabling computation of the
absolute positions of the hydrophones in the coordinatesysf the storey.

of the three hydrophones with

H:Hs- — H{Hs — HyHs"
—2-H;Hs - H H; '

B = arccos (

The positions of the hydrophones zero, two and four are dgiwyen

HH, —HH, —Hs,

TH = —2H5x
2 2
H3H,” — HiHy — (Hu, — H3,)* + H; — H,
"Hu, = —2H3y
ru, = —\/H1an ~H2 —H3

wherery, , "Hy, andry,_ are the x-, y- and z-coordinate of the n-th hydrophone (0, 2, 4),
respectively. The reference point on the frame of the stisregculated in a similar manner and
IS
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H;P* — HP" — HZ,

—2Hs,
r HsP* — i P* — (rp, — H,)* + 715, — Hj,
By = —2H;,

Vpx =

rp, = \/Wz—VPX—VPy-

Once the coordinates of the hydrophones and the referencehave been computed they
have to be transformed to a general coordinate system waittieisame for all storeys. This
is achieved by rotating the storey by an angle defined by tfegenece point and the x-axis of
the storey coordinate system and translating the cooebrigt the displacement of the reference
point with respect to its position in the storey coordinatstem.

The calculation of the positions of the piezos within theust@ modules works in a similar
way.

6.2 Signal timing corrections

The correct timing of the detected signals is of utter im@oce as most analyses performed
require accurate signal timing information. An except®thie study of the direction independent
background noise as no temporal correlations betweenisesgoneed. Direction reconstruction
on the other hand requires the individual signal arrivakesmvhich are then processed further.
Correct timing relative to the start of a data taking run suired by an ANTARES internal clock
with a 50 nano second sampling. During data analysis, however, demotyvith the correct
assignment of the times to the data samples was discoveceturther explain the problem a
closer look at the ANTARES data format has to be taken. Datgphes in the ANTARES data
format are grouped in so-called items. Each of these itenaawsil 28 samples and is tagged
with an item time allowing to compute the time for each samgieen the sampling rate. The
items generated are then placed in frames of predefinedhle@fd0d4.8576 milliseconds. Each
frame is also tagged with a time-stamp giving the start tifheach frame and a frame number
sequentially counting each produced frame since the dtarum. These frames are generated on
each ANTARES storey and sent to shore where the frames daéradloss are combined forming
time-slices. Correct timing of the frames is ensured by atréme stamp (RTS) signal which
resets the internal clock of a storey every four frames teadh a total duration 0419.4304
milliseconds 223 - 50 ns). All data taking is synchronised using the RTS. Duringadaalysis

it was discovered that the frame time was not always resetrdicg to the RTS. Larger time
values for the samples in the first frame in each rts cycle wessible. As time assignment
of the AMADEUS data works by counting frames, evaluating iteen time and add for each
sample according the sampling rate this obviously poseablgm. It was discovered that the
first item in a frame could contain data samples from a previfoame created by the release
mechanism of the frame in the storey DAQ hardware. In ordeotee the given problem the
item time stamp of each item had to be accounted for perfamanrections if necessary.
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6.3 Positioning

Source reconstruction, see Chapter 8, is dependent on $it@pand orientation of each indi-
vidual storey. Therefore calibrating the posittasf the storeys is a crucial link in the chain of
event reconstruction. The ANTARES detector is equippett et acoustic positioning system
comprising one transceiver on the base and four receivetiseostoreys per line. These emitter
signals, of known frequency and emission time and sent éweryninutes, can also be used for
the positioning of the acoustic stories of the AMADEUS systes their emission frequency and
strength is well within the recording abilities. Two metlsdd reconstruct the storey position and
orientation have been investigated so far, see Fig. 6.2.u3es the reconstructed signal direc-
tion (the reconstruction method will be explained in Chagddrom individual storeys. Detailed
studies of this method have shown that the directional r&icoction accuracy is not sufficient
to position the storeys within a few centimetres [24]. Arestimethod, developed in cooperation
with R. Lahmann, is being used. The general idea is: The tifffereince between the known
emitter time of the positioning system and the detectioretohthe hydrophones give the dis-
tance to the emitters. Using the known positions of thesetersj the individual hydrophone
positions can be reconstructed. They have a known positithina storey (see Sec. 6.1) which
allows to determine the orientation and position of theestoiT his technique will be explained
in more detail in the following.

Figure 6.2: Left: Storey positioning using direction restaction. The directions to separate
emitters are identified. This angular information can bedusedetermine the position of the

storey. Right: The positions of single hydrophones arengnidated measuring the distance of
several emitter to the hydrophone by comparing the emissidithe reception time.

Every two minutes the ANTARES positioning system emits alpfined cycle of acoustic

1The position of the individual storey varies with time duhe forces of the deep-sea current of up@m/s
on the line.
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pulses ranging fromd5 kHz to 60 kHz. The cycle start time and the emissions times are written
to a database for later access. Knowing the emission timeadf signal originating from the
base of the lines, the first task is to accurately measurectteption times. A specialized filter
recognizing the emitter signals of the positioning systesms wnplemented in order to make this
task easier. After the signal identification the envelopthefsignal is calculated and the signal
reception time defined by the passing time of a thresholds iBhilone for every acoustic sensor
of the AMADEUS system. After determination of the receptiimes the signal run-times,
from each emitter to each receiver, are used for sensogtration?. Given the slight change

of sound velocity £ 7m/s~ 0.5%) as a function of depth the mean velocity, ignoring the sea
current, is chosen for triangulation. The mean velocityiveg by sound velocities of the vertical
positions of the emitter and the receiver. Once the postafrthe individual hydrophones are
computed, the results are used to fit the positions of thedpjames to the positions measured
prior to deployment. This can be done since the hydrophosgipos within a cluster are fixed

in position by their support structure. The repeated megsant of the storey dimensions of a
recovered Line showed discrepancies at the centimetrédekea mean deviation df.34 cm,
which is in the order of the measurement accuracfitting the reconstructed positions to the
measured ones is achieved by minimizing the distance ofunead$ydrophone positions to the
computed hydrophone positions.

n,m
min (Z (dij(x,y,26, 4),(—:))2) (6.1)
i

The result of the minimisation gives both the orientatiod #re position of the storey. Every
storey of the ANTARES detector is equipped with a 3-D magnetid sensor (compass and tilt
meter) in order to measure its orientation. Giving an indejeat measurement of the orientation
a comparison of the two data sets is presented in Fig. 6.3.p&vety independent from each
other, these two methods render very similar results. Whéebasic structure of the orientation
as a function of the time is the same for both methods the drigto 6.4 shows a systematic
shift in the difference distribution. The deviation &f 1.3° is probably due to magnetic north
and north defined in the coordinate system. The data obtdapedconstructing the position
and orientation uses the UTMoordinate system as a reference. A difference betweenvthe t
directions would result in such an offset (see Fig. 6.4).

The positioning of the stories works well enough for the dibitask of acoustic particle
detection. While the uncertainty of the orientation is ie tirder of one degree the uncertainty
of the positioning is abow20 cm, derived by comparing the data of this method with the one
used by the ANTARES positiong system. Both are within acgptlimits for source location
reconstruction.

2The emitter positions have been determined by cross cabhbrg25].

3This line was deployed, working on the sea bedJe2 days and then recovered for maintenance. The storey
dimensions were measured before deployment and afteregcov

4The Universal Transverse Mercator (UTM) coordinate systiérides the earth surface into rectangles. This
allows the use of of a two dimensional Cartesian coordingtes to specify locations on the surface of the Earth.



44 Chapter 6. Prerequisites for data analysis

,o_, B : : Heading from Acoustics
=2 S S o Heading from Compass
2260 § . g P
'8 L %* ?g ;
ix % : &
[} ; 2%
T 240 TR L b
% X *3 oS
- i L o
220} e £ o T o —
B ; : :
ZJO 0| S R R R I O S
L S
- g 3
18054 kg g W g}'
160 R . S s )gg
: | | !
05.12. 06.12. 07.12. 08.12.
Date in 2008
o
- i + (heading from compass) - (heading from acoustics) .
p 207 .....................
i) =
= e
q>_) C
o T | T T
Bt ;. ,. BRI P
—*fg++ }I L by +* +f+ TH EY e § ++#ﬁ+ 3 - +H *;
B+ g T RN x‘? +¢f+¢¢.ﬁ ¥ + b e oy o PR NS
[ T ;t#‘} $¢ & 4ty % i el S €’33+++¢ +*
OF T A TR A Y
- OO SO OTOOS SO M .
_10 }« —————————————————————————————————————————————————————————————————————————————————
e
_20 :_ ................. R e R R R R R
05.12. 06.12. 07.12. 08.12.

Date in 2008

Figure 6.3: Top: Heading of an acoustic storey (sta@rdy.) both determined from the compass
data and the results obtained from the position reconstruct he results of both methods are
in very good agreement. Bottom: The difference of the heathken from the compass data
and from the acoustic triangulation. The histogram showstematic shift of about 1.3°, see
Fig. 6.4. The mean difference s 1.3° and the RMS~ 1.6°.
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orientation of storey six of the Instrumentation Line, sks® &ig. 6.3.
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The AMADEUS storeys each forming a local cluster of hydrapé® have been specifically
designed to simplify direction reconstruction. In the daing, the investigated direction recon-
struction methods and all necessary steps will be explaifedlyses using the methods will be

presented.

7.1 Signal selection

The data acquisition system of AMADEUS uses a number of ma-gignal filters which select
and classify signals before data storage. The differemitiiied signal types are:

e Threshold crossed, i.e. the signal amplitude passed ahthicegreateR.5 times the RMS

e Pinger, signals emitted by the positioning system and fduyndn amplitude threshold of
8 times the RMS and analysing the frequency of the signal

47
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e Possible Pinger, same as pinger without matching frequency

¢ Bipolar type signal, signal with bipolar content found byrass-correlation method

The next analysis steps are applicable to all types. Afteicag one type only data of this
type will be processed. The signal arrival time is definedhagime a signal exceeds a predefined
threshold. This value depends on the RMS of the recordedltatefore the RMS is determined
first. After this the envelope of the recorded signal is coteguas described in chapter 5.4, and
used for all further signal analysis. The data is procesgeschnning for signals exceeding a
predefined threshold. If the threshold is passed the sigggketr time is recorded. For further
processing the following signal features are stored tagethth the envelope of the recorded
signal.

They are:

e recording sensor

Signal reception time

Maximum amplitude

Mean amplitude (for the time above the threshold)

Variance

Signal duration (time above threshold)

Orientation of the storey (from compass data)

The data is acquired individually for each sensor for a ddfperiod of time. After prepro-
cessing the signals and extracting their features theyrarggd for each storey for the direction
reconstruction. Grouping is achieved by looking at a tramssignal of one sensor on a storey
and checking for signals in the other sensors within a tintelawv (I ms) given by the dimension
of the storey and the velocity of sound in water (500 m/s). Additionally, the signals must
have comparable signal amplitudes and durations. In casd&DEUS the signal detection
rate is low and the probability of chance coincidences atmegligible. Therefore the similar-
ity requirements are not necessarily needed. After sigralging the data is passed on to the
direction reconstruction, discussed in the following dieap

7.2 Direction reconstruction

7.2.1 Beam-forming

One method for direction reconstruction is beam-formingclrscans the entire solid angle
(4m) for the highest sound intensity. This is achieved by shiftihe signalg,, of every single
hydrophone: in time. The time shift corresponds to the difference in patigth of the sound
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wave for a given direction. Hence each direction in spaceesponds to a set of time differences
At, in the data. For a directiok and an array ofN hydrophones with coordinateg (n =
1,2...,N), the overall signal at the timeis given by

b(k,t) = i Wapn(t — Aty (K)) (7.1)

n=1

where thew,, represent weighting factors for the hydrophones. Thederfacan be adjusted to
match the directional sensitivity of the hydrophones. Olv(&et) is calculated the global maxi-
mum within the event time frame of abolins is stored from each direction. The maximum of
these values indicates the signals direction, the timéfmifvhich all signals interfere construc-
tively. In the following calculationsv,, = 1 was used. The time differencés,, are computed
assuming a plane wav@nd a constant speed of sound within the storey. The algostans
47t with a predefined step size by applying pre-calculated tiifierdnces from a look-up-table
to the data. Once all directions are scanned, the maximume wdlthe produced output indicates
the direction of the signal. Figure 7.2 shows the output eftieam-forming algorithm for the
time signal presented in Fig. 7.1. In this case the beamifgralgorithm was applied to the raw
signal.

— Sensor 6

oY o3 | A T {\ ............... — sensor 7

— Sensor 8
— Sensor 9
— Sensor 10
— Sensor 11

Amplitude [V]

0.005 | i o

Figure 7.1: Time signature of a transient signal as receiweehch hydrophone (sensérto 11)
of the2nd storey on the Instrumentation Line.

1For point sources this is not entirely true, but it is a sufitty good approximation if the distances are large
compared to the dimensions of the hydrophone antenna.
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Figure 7.2: The output of the beam-forming algorithm. Theximaim can be clearly seen at
about4® in the 6 angle and—49° in the ¢ angle. There all sensor signals overlap. Rotation
patterns are resulting from solutions where two or more dglkdones create a larger output.

7.2.2 Time difference

Another method for direction reconstruction uses the tgnimformation of a transient signal
within a cluster. An approaching plane wave will reach eaglirbphone within a cluster at
different times depending on the direction the signal cofm@s. These signal arrival times
t; are extracted from the recorded data following the procedi@scribed in Chapter 7.1 and
the time differences between the hydrophones computedseTtiraes are then compared to the
expected time differenceg pre-computed for each storey. This is done using equation

fO,9) =Y (t, —t,) (7.2)

1

The expected timg;, can be rewritten tdg + Az;/c, wheret is a reference time)z; the
spatial difference between a reference position and thercunydrophone andthe velocity of
sound.

Minimizing the resulting function allows to calculate fiy.
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5f(0,9) N
5o —122(—1)(t1n, t) = 0 (7.3)

i(tim . tO . AZZ'(Q,(P)) — 0

c

c

i(tim AZZ'(Q, (:b) )

= nty
i

L, Dzi(6,¢)\ _
EZ(t‘m ; ) =ty

1

<tim — w> = fp

c

The output of the algorithm renders a three dimensional\pitht a global minimum indi-
cating the direction of the acoustic wave analysed. FiguBesfiows the output of the algorithm
applied to the transient signal shown in Fig. 7.1. The mimms well defined and clearly in-
dicates the direction of the signal. Since the time resiglatlis created with entries for every
direction reconstruction the global minimum can alwaysdaentl.

The angular resolution of both algorithms, beam-forming aime-difference, is dependent
on the step size of the algorithms and the precise knowletitde diwydrophone positions. While
the step size can be adjusted, the uncertainty of the hydr@ppositions, both from the storey
dimensions and storey position calibration remains. Thgakam resolution can thus ideally be
determined with an external source. This will be discuseechapter 7.3.

7.3 Angular resolution

Knowing the angular resolution of a system is vital in ordeassess its detection accuracy. The
angular resolution of the individual stories of the AMADEW®stem was obtained using the
emitters of the positioning system of the ANTARES deteciidre positioning system consists
of a number of emitters at fixed positions which is ideal fds ttask. To get the directional
resolution one month worth of emitter emission data wasyaeal. The signal emission period
is two minutes resulting in abo@0, 000 signals for this time frame for each emitter. Figure 7.4
shows a scatter plot of the reconstructed directions foreonigter of the ANTARES positioning
system. The resolution in both zenith) (and azimuth ¢) was determined by fitting a two
dimensional Gaussian to the reconstructed positionsjgirgvan angular resolution @£5° in

6 and3.3° in ¢.

There are a variety of uncertainties summing up to the résolwbtained. Each line is
anchored to the sea bed by a dead weight and held upright bgya Ginerefore the line can
bend and twist in the current. Since the storeys are semitérenove in space, only connected
by an electro-mechanical cable, each reconstructed directquires a correction which is also
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Figure 7.3: Top: The result of the sum in equation 7.2. Thd&dagloninimum identifying the
reconstructed direction @t = 4° and¢ = —49°can clearly be seen. Bottom: A projection of
the minimum in the zenithé) and the azimuth anglepj. Since the time residual is calculated
for all directions the global minimum is always found.

afflicted with an error. While the line shape is governed by bilmoyancy of the mechanical
structures and the force generated by the sea current oa strstures, the rotation is mostly
arbitrary. The line shape results in a negligible tilt of #terey from the upright position of the
storey (RMS~ 0.2°). Rotation, however, needs to be accounted for. This is #gnesing the
data of the on-board compass, present on every storey. Adliple errors sum up to the values
mentioned above. The achieved accuracy is adequate fostacoautrino detection.



7.4. Sky-map 53

Entries 18590

Entries 3616

N
al
o
o
T

2500

Constant 2292 +26.7

Constant 2724 £52.4

Mean -18.25 £0.02

2000

2000 Mean -64.51+0.01
- Sigma 2.99+0.03

Number of Entries
Number of Entries

Sigma 0.4849 + 0.0050

=
al
o
o

T

1500
1000} / \ 1000
500 500

969 -68 -67 -66 -65 -64 -63 -62 -61 -609[-]59 - - - - -10

TTT T[T T T T[T rrrr[rrrr[rrr

017

Figure 7.4: Direction reconstruction of emitter five of th&lFARES positioning system from
Storey 22. The error for the reconstructiomd).5° in € (left plot) and3.3° in the¢ angle (right

plot).

7.4 Sky-map

The direction reconstruction allows to investigate thesadistribution of the complete under-
water environment around the detector. Fig. 7.5 shows atgtia¢ mapping of the arrival
directions of transient acoustic signals originating i@ surrounding of the ANTARES detector.
The data were recorded during the time period between @0@8.and 01.11.2008. All filtered
signals during this time period were used. Taking this datatke directions of all transient
signals with an amplitude greater than four times the RMSweconstructed. The RMS was
calculated for a0 s time interval around the respective signal time. The orafithe coordinate
system represents storey 22 of Line 12 at ab®dtm above the sea floor. A virtual observer
resides on this storey, looking north towards the horizahefstorey, thereby defining the origin.
The arrival directions are plotted using the area consgriiammer-Aitoff projection. Figure
7.5 shows several interesting features. In the lower hdmigpthe ANTARES positioning sys-
tem can clearly be identified by its emissions. The upper behare containing abo85% of
the transient signals shows a lot more activity. Interggyia few hotspots as well as tracks can
be identified. The hotspots correlate well with the dirasiof harbours around the detector, as
can be seenin Fig. 7.6.

In the direction of Marseilles300°), for example, an excess of signals can be seen. Identi-
fying these directions allows for only one conclusion, tthet tracks correspond to ship traffic.
Even though signals emitted by ships will not be detectedhallway from Marseilles, most
ships, especially ferries, will follow shipping routes pting from or towards a harbour, so there
will be an increased number of signals originating from staftes. As a ship comes closer to
the detector its direction, with respect to the detectourgeference frame, changes signifi-
cantly creating one of the noticeable tracks in the plotrdasing the distance to the detector,
the ship can contribute to one of the hotspots dependingsatestination. A notable feature of
the hotspots pointing towards the directions of differeartdours is their lateral dimension. As-
suming they do originate from ships heading in these dwastthere should not be any signals
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Figure 7.5: Mapping of the arrival directions of transieigngals from the time period 01.10.2008 to 01.11.2008. Aueilt
observer is looking north towards the horizon. On the bottdrthe plot the ANTARES positioning system can be seen. The
upper hemisphere shows most of the activities, as expe¥igtle tracks seem to originate from ship traffic. Hotspatthe plot
correlate with direction pointing towards the harboursrbga
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Figure 7.6: A map of the region around the detector for comparwith the direction identified
in Fig. 7.5. The ANTARES detector is located at the centrdnefdompass rose.

detected below the horizon of the storey for straight linensbpropagation and the curvature of
the Earth’s surface neglected. The curvature of the earthféect completely negligible for dis-
tances in the range of a few hundred kilometres. Straightdound propagation, however cannot
be assumed for large distances. Evaluating equation (fbifl)jstances greater thdrkm leads

to the results presented in Fig. 7.7. The results indicaeittentified directions in the range
from 0 = —5.5° to 6 = 5.5° can be assigned to sources coming from the surface at htalzon
distances betweel?2 km and30 km. This, of course, is only true for sources located on tlee se
surface which can only be positively confirmed in case a slaocation reconstruction is per-
formed, which will be explained in detail in the following apter. A reconstructed data set of
source positions will indicate that the conclusions drawrelare in fact appropriate.

The sky-map gives a general idea of where signals are comongdnd helps to identify the
origins of the signals. Since all types of signals were usethis analysis no explicit conclusion
with respect to acoustic neutrino detection can be drawrh Yéspect to background reduction
one could however concentrate on signals originating floerdawer hemisphere.

7.5 Direction reconstruction of a moving emitter

For the identification of the sources of the noise, a closek kt one of the tracks was taken.
Figure 7.8 shows an example of such a track. The directioai@ @Was taken from storey 22
on Line 12 and shows a moving emitter passing east of the tdete€he azimuthal angle
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Figure 7.7: Sound ray propagation assuming a constant salodity gradient using Eq. 4.19.

varies from north eastb°) over eastg0°) to east south east10°) while the zenith angle only
varies from60° to 20° always pointing upward. Interruptions of the track in Fig8 @re due to
the emissions of the ANTARES positioning system renderimggacoustic system deaf for that
period of time. For this example all signals in the seleciee fperiod were analysed, resulted in
the reconstruction of reflections and other sources actitreedime.

This demonstrates the capability of the AMADEUS detectoeléarly identify moving tar-
gets.
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Figure 7.8: Reconstruction of the zenith (ipper plot) and azimuthal angle,(lower plot) as

a function of time of a moving emitter. Interruptions in thetekction of the signal are a result

of the ANTARES positioning system rendering AMADEUS "de#&dt the duration of the signal

emission.
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Figure 7.9: Left: Picture of Line 12 on its transport palett®ard the Castor on route to the
ANTARES site. The acoustic and optical sensors are pratdnyeopaque bubble wrap until a
short time before deployment. The yellow buoy keeps the Isinaight. Right: An acoustic
storey on the hook waiting to be lowered into the water.

7.6 Deploymentof Line 11

The ANTARES detector, due to its special requirementstusted at a remote deep sea location
resulting in complex operations for detector instalmert araintenance. Each of the 12 Lines
had to be deployed separately in so-called "Sea Operatitaisihg about a day for one Line.
The deployment of the 11th of the 12 Lines was done on the Z6Apal 2008. Deployment of
the ANTARES Lines involves the transportation of the Lin¢ite ANTARES site (see Fig. 7.9),
located abous0 km south of Toulon in France, followed by a lengthy procedifrowering the
Line storey by storey into the water. Once the Line is fullpsierged it is lowered by a winch
(see front right of Fig. 7.9, left) at a rate of about one ki&ine per hour until it reaches the sea
floor at2447 m.

During the process of lowering, the position of the Line isst@antly monitored in order to
steer the Line to the desired position on the sea bed. Thisns dsing a number of transducers
located on the bottom of the Line, on the hook supporting time Lon the boat and on the sea
bed. The frequencies used &gl2 and15 kHz with 9 kHz emitters located on the bottom and
the top of the submerged Line. The AMADEUS system of the detegas running at the time
of the deployment and was thus able to track the submergimg &$ well. This was done using
two different techniques discussed in the following.
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Figure 7.10: Left: Schematics of the deployment and the gd&gnused for reconstruction.
Right: Pinger cycle with an arbitrary time offset used fog ttine positioning.

7.6.1 Two storey tracking

Two storey tracking utilizes the signal arrival times of aoastic emission at two separate sto-
ries. The reception time for each storey is defined by the meeaption time of the sensors on
the storey. The difference in the arrival time at two stocas then be used to track the Line. For
a schematic view see Fig. 7.10 left. Correlating signalsiffarént stories required the use of
signal selection techniques specifically tuned for theagnsed by the Line positioning system
in order to select the correct signals for tracking the LiSece the frequencies of the emitters
were known, it was possible to use the power spectral deokihe recorded data to identify the
signal in the frequency domain. The power spectral density @omputed for time windows of
0.03s. Once a signal was detected in the desired frequency barsighal time was recorded.
In addition to the frequency selection, a coincidence #&rggas applied, expecting signals in a
time window defined by the stories’ spatial distance.

The Lines’ position as well as the lowering rate was kept axipnately constant during the
deployment operation once the Line was completely subnderge time information and the
assumption of a plane wave results in a zenith angle of théemof:

6(t) = arctan {w} . (7.4)
dra,L2

whereh; is the initial vertical distance of the sensor to the emitterthe lowering rate and
dr1,12 the horizontal distance between the deployed Line and the eguipped with the acoustic
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system. In Fig. 7.12 the reconstructed emitter angles wieel fivith equation 7.4, leaving the
lowering velocity as a free parameter. The resulting valu@3206 + 0.00015% well matches
the rough speed ot 1‘—(% ~ 0.3% given by the deployment crew. The results include a few
miss-reconstructed events most likely due to reflectiongngds coming from a direction of
about85° can be assigned to the ship while the signal roughly follgnttre movement of the

Line originate from the emitter located on the hook at thedbihe Line.
7.6.2 Single storey tracking

Single storey tracking was done to verify the result obtwwéh the two storey tracking method
as well as to test the performance of the direction recoatstmu method utilized for a single

storey.

source

storey

220m

Figure 7.11: Schematic drawing of the single storey Linekirsg. Directions of the signals
coming from the emitter are reconstructed using the dweateconstruction method described
in7.2.2

In this case the arrival time differences between the hylbops on one storey were used



7.6. Deployment of Line 11 61

to identify the zenith angle of the approaching wave, seep@hna/.2.2. Signal selection was
done by applying a filter passing several frequency bandss milti band-pass filter passes
the signals central frequency KHz) and its first two harmonic frequencies within a band of
500 Hz. A threshold trigger was then applied to the selectedstesm signals. Signals of different
hydrophones on one storey arriving within a time wind®®(Q1 s, given by the sound velocity
and the dimensions of a story) and similar characteristiosh as signal amplitude and duration,
were grouped. The grouped signal arrival times were usedlifection reconstructed using
the time difference method described in Section 7.2.2. HEselts obtained were again fitted
using Eq. 7.4 rendering consistent submersion spe@3208 + 0.000129%. Differences in
the reconstructed directions in Fig. 7.12 originate froendifference in vertical positions of the
observer, one is the physical position of the storey and tigei midpoint between two stories.
This could theoretically be corrected for, but since bothihuods were regarded as a test of the
capabilities of the system this was not done.
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Figure 7.12: Reconstructed directions as a function of tifiee data points very well match the
fit functions indicating a lowering rate of 0.321 m/s.

Both methods for direction reconstruction have proven tokweell. Single storey tracking
has the big advantage of simple signal selection. Due toltbees time windows, on the storey
scale, it is a lot easier to identify signals originatingifrthe same source.
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7.7 Line 9 monitor

On the 2nd of July 2009, a sea operation took place to recowver @ for maintenance. Un-
fortunately, the acoustic release mechanism, triggerea $gquence of tones, did not work as
expected leaving Lin@ in an unknown state of mechanical fixation. Without visualiection
of the base of the line in order to investigate the cause ®nthlfunctioning release mechanism
it was impossible to say if the Line was still properly fixedvaould eventually release. In case
of a release, the Line would rise to the surface and drift endiarrent. In order to minimize the
probability of loosing the Line, the immediate informatiofits release is helpful. Therefore
the Erlangen acoustic group was asked to use the AMADEU® syl monitor the status of
the line by tracking its depth. Tracking was possible beeadiswo autonomous emitters on the
release system of the line. In a common effort, by Kay GrafxMaff and the author of this
thesis, software was implemented allowing the ANTARESatmdration to monitor the status of
the line. The monitor consisted of a special software siggiger, sensitive to the characteristics
of the emitter signals, a depth reconstruction and a webfade displaying the data obtained.
The signal trigger, implemented by Max Neff, was achievedimss-correlating the recorded
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Figure 7.13: Time signature of the signal emitted by Line &need by storeys 2, 3 and 6 of
the ILO7. The signal reception times, defined by the crossfrgthreshold, are used for depth
reconstruction.

signal with the expected signal,%aand al15kHz 2 ms sinusoidal signal. Once a signal was
detected, the arrival times of the signal at the acoustitGest®f the Instrumentation Line was
determined, the depth reconstruction applied followirgyphocedures described below, and all
relevant information of this event recorded.

The information recorded were:
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e Run-number of occurrence

Frame index of occurrence

Frequency of the signal

IDs of storey and sensor with detected signals

e Reconstructed depth of the emitter

Given the arrival times of the signals and knowing the dis¢aof the Line with the acoustic
system to Line 9, the depth could continuously be monitofée: depth of the line computes to

A1l Liney (7.5)
tan (arccos(d.ff/dstorey) )

d= dsensor -

For a graphical interpretation see Fig. 7.14.

Line 9 Q

L

buoy

Hom

------------- acoustic
........ storey

< 190 m >

Figure 7.14: Schematical overview for the monitoring of depth of Line 9.

Depth monitoring was done in two phases. During the first hthe emission rate was
0.1 Hz. This was initiated when the release mechanism was tegigeo the Line can be tracked
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during its ascent. It kept running as long as the on-boartyadf the first release mechanism
beacon has enough power (ab@00, 000 cycles). In order to have redundant systems, two re-
lease beacons are installed on the base of each line. Onéesthelease mechanism ran out
of power the emitter on the second one was activated e&minutes with 3 emissions sep-
arated byl0s. This was achieved by a dedicated autonomous mini linsrmafing a request
signal with a frequency dit5 kHz and acknowledged by%kHz emission from the Line 9 bea-
con. Significantly reducing the emission frequency to tlzigaals every30 minutes immensely
increased the lifetime of the battery of the second releasehamism. Fig. 7.15 shows the re-
constructed depths for the two emission phases. In botk fHetdepth can easily be identified,
even with reflections leading to a false depth reconstractio

The data presented in Fig. 7.15 was displayed on a websittnaonsly being updated,
enabling the members of the ANTARES collaboration to martibe status of the line. Addi-
tionally an automated alert message was sent to the Erlaggrrstics group in case of strange
behaviour of Line 9. During the following RG\operation Line 9 was securely fixed to the sea
bed making sure it would not emerge on its own. Until then timeI9 tracking system performed
well informing the ANTARES collaboration of the status ofkei 9.

2Remotely Operated Vehicle, an unmanned submarine to perfaintenance and construction tasks.
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Source location reconstruction
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The AMADEUS detector design is optimised for position restomction. As mentioned
above, the short distances between the hydrophones witigiclaster reduce the chance prob-
ability of detecting several signals at the same time. Teeehe assignment of the triggered
events in several hydrophones to one signal is straightfaygiven event rates 1 kHz. In the
case of high event rates the short time windovi afs, given by the size of cluster and velocity
of sound, allow for fast signal processing. Additionalle thpacing between the hydrophones
within one cluster is large enough to reconstruct the dwacvith good accuracy by using the
arrival time differences. The directional information @vsral clusters can then be used for
source position reconstruction. This will be discussedefollowing sections.

8.1 The source location reconstruction algorithm

The source location reconstruction algorithm presented hglises the directional information
given by the local clusters of the AMADEUS system, as descrin Sec. 7.2. For clustéthat
detected a signal, the reconstructed direction is giverhbyunit vectork;. Together with the
position of each clustet;, this defines a line in space

EEZLZ'—FTZI'E;,TII'E]R. (8.1)

The location of a source is, in principle, given by the inéetgon point of the Iineﬁi. Due to
the uncertainties in the direction reconstruction the selocation is defined as the point closest

67
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to all lines. Localising the point of closest approach fdrliakes is realised by calculating the
square distance from a poisito the reconstructed lines

12(3) = (5— (@ + nik;))?

wherer; is the length of the vectdr. Varying L? allows to compute;.

This results in

126 = [s-a— (G-a)k) k.

§'is computed by minimising’; Ll.2 with a gradient minimisation algorithm.

8.2 Event selection

Proper event selection is crucial in order to correctly tdgrnhe position of a given source. It
is achieved by selecting an identified signals’ directiod earrelating its temporal information
on one storey with the temporal information of directionsritified on other stories. This is
achieved by demanding a coincidence within a time windowneefiby a plane wave and the
storey positions. Given a plane wave and an identified doeain a reference storey, the ef-
fective distance between the reference and another sesegen by the plane wave, computes
to

dist(6,¢) = /2 + a? cos ¢ sin <9 — arctan 2) (8.2)

wherea is the horizontal distance andthe vertical distance and¢ are identified by the
direction reconstruction algorithm, see also Fig. 8.1.

Evaluating formula 8.2 and dividing it by the velocity of smligives the time between the
detection of a plane wave by two storeys in space. Assigningaframe of+-30 m/cs allows
to identify a coincidence window for a given direction idiéet.

In addition to the coincidence window, a second check isgperéd before the final source
location is computed. If two signals are identified within@ncidence window their resulting
directions are checked for convergence. This is done by atingpthe distance between the
origins of each vector, the storey positions, and checKitigd distance is reduced if both vectors
are followed a predefined distance interval. Data analysssdimown that a distance interval of
10 m works well to perform this check.
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Figure 8.1: Geometry used for deriving formula 8.2. The gieffective distance for a passing
plane wave with directiofi and¢ is padded with small windowt:30 m to account for uncertain-
ties.

8.3 Simulations

The source location reconstruction method presented in 8dcwas tested with simulations.
A set-up resembling that of AMADEUS consisting of six hydnope clusters was used. The
test was conducted as follows: First a source coordinatedefised at up td 000 m distance,
from where a spherical sound wave was emitted, propagdtimgigh the water at a constant
speed ofl 545 ms~!. As sketched in Fig. 4.2, a particle-induced sound pulse doepropagate
as a spherical wave. But, since the technique discussedep@mdent of the radiation pattern,
a spherical wave was chosen as the most general case. A dgmhdent velocity gradient
causing the acoustic wave to be refracted was neglectea dioe $mall effect given the distances
analysed, see Sec. 4.3.2. The arrival times of the sphevaad at each single hydrophone were
computed and the beam-forming algorithifi §teps) was used to determine the directions of the
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wave for each storey. These directions were then used tms&oat the source location. See
Fig. 8.2 for the geometrical arrangement of acoustic sarmad the definition of the coordinate
system.

O

acoustic

!antenna buoy Q

* Source X
225m

Figure 8.2: The geometry of the simulated acoustic set-tp.lies ar25 m apart, the vertical
position of the stories ares80 m , 195 m and305 m for the line on the right an890 m, 405 m
and420 m for the Line on the left.

In the following, the error of the position reconstructiardiefined as the difference between
real and reconstructed source positions. Results of thelaiion are given in Fig. 8.3. For the
upper plot in Fig. 8.3 the z-coordinate of the source was kepstant while modifying the x-
and y-coordinate. Errors range from about four meters irckhge vicinity of the detector up to
25 m for more distant sources. A small asymmetry in the sourcengruction quality can be
seen which is due to the asymmetric detector. The lower plbig. 8.3 shows the z-dependence
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of the resulting error. Errors for sources placed on theig-hardly excee@ m up to600 m.
The error increases due to the angular resolution (lessithanof the beam-forming algorithm.
Generally the error of the source location reconstructimmaase with smaller angles between
the reconstructed directions. Given large angles for thhecgs along the z-axis the smaller error
for these source compared to the sources on the sea bed cgridieed. Both plots demonstrate
that using local clusters for direction reconstruction asthg that information to reconstruct a
source is a good approach for point source localisation.
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Figure 8.3: The position reconstruction error for the adustet-up presented in Fig. 8.2. The
error is the distance from the assumed source to the recotedrsource position. Top: Sources
were placed in the xy-plane with= 0. Bottom: Sources were placed along the z-axis.
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8.4 ANTARES positioning system

The ANTARES positioning system offers a perfect test seteuphe source location algorithm,

allowing to determine and compare the error with the sinedatlues. Figure 8.4 shows the xy-
projection of the reconstructed positions of the emittersaf period of three months. Although
at first glance the points seem to be spread rather broa@yANTARES sea floor layout can

clearly be identified. The reconstructed positions usedHisr plot were only subject to very

loose cuts consisting of a signal-type cut, signals idextifis an emitter signal by the on-line
filter, and a limited volume300 m above and below the expected positions and ab@in in

x and y. The volume cut was applied after the source locaggoonstruction. Emitter signal

identification is done using a cross correlation trigger anthus also sensitive to reflections
and emitter-like signals, thereby reducing the overaluaacy. The signals can be identified
more efficiently with respect to e.g. reflections with monengfent filters and using the known
emission times, as shown for the positioning of the storg&esc{ion 6.3). However, since the
identification of unknown sources would suffer from the sdraekground it was chosen not to
do so in order to obtain a realistic estimation of the positieconstruction accuracy.
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Figure 8.4: xy-projection of the reconstructed positiohthe ANTARES positioning system.

The data points were subjected to a volume cut only lookirBpatmeters above and below the
expected emitter positions.
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For the evaluation of the accuracy two storeys were exclugeatey 23 on Line 12 (see Fig.
3.3) presented some difficulties with respect to emittemtifieation resulting in missing position
data for that storey during the studied time interval. St@& on the same Line was excluded to
keep a homogeneous detector with respect to the sensondesig

Taking a closer look at the data presented in Fig. 8.4 rewbalaccuracy of the source
reconstruction. A two-dimensional Gauss-function wasditio each excess. Figure 8.5 shows
the reconstructed positions with one sigma error bars. thaddilly the nominal positions of the
emitters are displayed.
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Figure 8.5: Reconstructed positions of the positioningesysemitters. Top: Xy-projection;
Bottom: yz-projection. Positions given in UTM coordinates
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The mean errors for the positions are:

(o) = 6.8m
(oy) = 61m
(oz) = 79m

The errors computed in the simulation are close to the eteduarors except for the z-value.
Since the simulation uses a total of six clusters insteadigtffpur in the real case scenario a
difference is expected. In addition to the reduced numbeiusters the error in positioning,
which was not included in the simulation, introduces an &aolail uncertainty. All in all the
accuracy of the source reconstruction is quite good andcaarfti for its purpose of acoustic
particle detection. The energy of a particle cascade isngbsethe amplitude of a detected
signal. Since the attenuation length of sound in water geléon a km scale) small errors in the
source location reconstruction, as shown here, will hagtfisct the reconstruction of the cascade
energy.

8.5 Track of a moving emitter

Taking a look at the source distribution in the acouskg-magFig 7.5), one of the most promi-
nent structures are the track-like signatures. An examiech a track can be seen in Fig. 8.6.
The plots show the change in batland ¢ of two hydrophone clusters as a function of time. A
rather extreme change thsuggests a close approach to the detector.¢gis@ues change from
~ —50° to ~ 100° indicating an origin in the direction of Marseilles and attlestion in the
direction of Ajaccio as can be deduced when comparing tleetion with those in Fig. 7.6. Sig-
nals from that moving source were detected for distancep @b ten kilometres. Attenuation,
the noise level at the observation time, as well as refradiimit the maximum distance a signal
can be detected from the AMADEUS detector.

Results of the reconstructed positions are presented irBEgnd show a source passing the
detector with a minimum distance of about two kilometresrfrine hydrophone clusters. The
source was moving at a constant velocityl@fknots (I knot =1.852 km/h). Only signals with
a vertical distance d00 m from the sea surface were taken into account. The signalgssd
had to be of similar amplitude and duration and had to be teddwy at least two stories on two
different lines.

Fluctuations in the reconstructed position of the soureedae to uncertainties of the recon-
struction. One standard deviation of the distance from ¢eemstructed positions to the fitted
line computes td 15 m+15m resulting in an angular resolution of a little over consistent
with the angular resolution of the storeys. The great degamould require to account for the
refraction of the signal. Since the signal passes a velgeégient it is refracted. In addition to
the velocity gradient due to the change in pressure as aifunct the depth, signals originating
from the surface pass a temperature gradient also charfggngpund velocity and thus further
complicating the reconstruction. While this effect can leglacted for the azimuthal angle it
will effect the reconstruction of the zenith angle leadiogtstandard deviation @0 m+10 m
for the depth of the reconstructed positions.

Keeping in mind that refraction was neglected and the soigréar from the detector the
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results presented quite impressively demonstrate thébddijes of the system.
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Figure 8.6: Zenith{) and azimuth angleg() as a function of time of a moving emitter. The
plotted data are used for the source position reconstruptiesented in Fig. 8.7. The time scale
refers to the time elapsed since the start of the data takimg r
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Figure 8.7: Reconstructed positions of a moving sourceipgdbe ANTARES detector The
emitter moves at a constant speed of 12 knots. A straighttasefitted to the data to guide the
eye.

8.6 Spatial distribution of transient signals

The capabilities of the AMADEUS system with respect to sedoxration reconstruction have
been presented in the previous sections. Both stationatyrenving emitters can be identified
and their location determined. With these capabilitiepnoto work the spatial distribution of
signals with bipolar content was analysed. As mentionedeinn §.1, signals recorded by the
AMADEUS system are identified allowing for analysing a spésignal type.

Bipolar signals are identified by cross correlating the réed data with a signal templatand
applying a threshold to the cross-correlated signal. A kmpvoblem of this simple signal iden-
tification technique is that it selects all signals with bgyaontent above a predefined threshold
(2.5-RMS). Unfortunately, a large number of signals, such as assidal signal, have bipolar
content resulting in a large number of signals identified i@slar. More sophisticated signal
classification techniques, taking into account more sighatacteristics, are currently being in-
vestigated but are not available for this work.

1A signal template in this case refers to an exemplary sighakgected from a neutrino-induced acoustic pulse,
see Fig. 4.1.
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Using the data set containing signals with bipolar contddir spatial distribution was exam-
ined. This was done by reconstructing all signals of thisdat with an amplitude exceeding
four times the RMS of the noise at the time, resulting in arraye threshold of abod mPa.
To obtain an appropriate estimate for the signal sourceiloligion, data from a total time period
of 700 hours were analysed, resulting in a totak@f, 000 reconstructed events in a volume of
4km3. This volume is defined by a squaredk 2 km in the horizontal plane, with the centre of
the acoustic system in its centre, and a heightlah with the sea bed as its lower bound.
Figure 8.8 shows the reconstructed signal source positlfege number of reconstructed po-
sitions are within or in direct vicinity of the ANTARES detec. Further away from the detector
the density of reconstructed sources clearly decreases d@isity of reconstructed signal ori-

reconstructed position

acoustic line

3000;

y-position [m]

2500}

2000

1500}

|2
7500 8000 8500 9000
X-position [m]

Figure 8.8: Reconstructed source locations in the vicioiithe ANTARES detector. A decrease
of the density of reconstructed signals with distance froemdetector can clearly be seen. The
positions of the Lines equipped with acoustic sensors arkeddy green squares. (Coordinates
in UTM)

gins with bipolar content as a function of the distance tod#ector centre is shown in Fig. 8.9.

In the centre of the detector the density of signals is thedsgand decreases with distance from
the detector, as could already be seen in Fig. 8.8. The kitlleisignal source density presented
in Fig. 8.9 correlates with the boundaries of the detectdicating the detector being a source it-
self. This is likely to be a result of both detector-creategghals and reflections from the detector
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structures. Figure 8.9 also shows a signal source densdylated for a subset of the presented
data consisting of signal durations ef 50 us. Given the threshold for this analysis a signal
duration of< 50 us is a reasonable requirement, see Fig. 4.1. Requiring tiwismum signal
duration reduces the amount of reconstructed signal s@asigions from270, 000 to 150,000

in the given volume and thus the signal source density. Thpesof the signal source density
function remains unchanged. For this subset, signals wdilration of< 50 us, additional cuts
were applied corresponding to signal amplitudes as pratig@eutrino-induced cascades with
energiesE.sc < 5 x 10?0, < 5 x 10" and < 5 x 10'® eV. For greater distances only signals
with large amplitudes were detected, signal amplitudesesponding to a neutrino-induced cas-
cade ofE.c < 5 x 10'8 eV were only detectable within the boundaries of the detecto

— without duration cut
with duration cut
<5x 10%%V

<5x 10"V

b

0 100 200 300 400 500600 700 800 900 1000
distance [m]

Figure 8.9: Mean density of bipolar like signals as a funtodthe distance from the centre of
the acoustic system for the time period October 2008. Thk ikirthe density also marks the
boundary of the detector. Signal source densities werelleaéd for all reconstructed signals
(without duration cut), for a subset including signalso60 ys duration (with duration cut) and
for signals amplitudes corresponding to a neutrino-inducascade energy of 5 x 1020V,

< 5 x 10V and< 5 x 108eV. The amplitude selection was applied the data only coimgi
signals with a duration o 50 us.

Taking a look at the signal amplitudes as a function of thet{see Fig. 8.10), a number of
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spikes can be seen. These spikes are correlated to enstiersas ships, passing the detector.
The large amount of signals in direct vicinity of the detecioce also due to reflections on the
structures of the detector, as indicated by the data pregentFig. 8.11. Figure 8.11 shows
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Figure 8.10: Amplitudes of detected signals as a functiamwé. Top: without a signal duration
cut. Bottom: with a duration cut.

the reconstructed source positions around the detectdhéaime betwee8000 s and10000 s
in Fig. 8.10, which contains a spike. The reconstructedtipps near the surface are coded
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in a different colour to show a track which would otherwisehaed to spot in this projection.
The presence of this source is accompanied by a number af sipeals mainly originating
from within the detector. For the density calculation thgnsils from this surface source are not
included, but the potential reflections are. Applying a aigituration cut o650 us reduces the

reconstructed positions below 500m depth reconstructed positions below 500m depth
reconstructed positions above 500m depth x reconstructed positions above 500m depth
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Figure 8.11: Top left: Reconstructed source positionstiertime betweeB8000 s and10000 s
of the data presented in Fig. 8.10. Top right: The same data avi additional signal time
duration cut of50 us. Bottom left: Reconstructed source positions for the treeveerb000 s
and7000 s of the data presented in Fig. 8.10. Bottom right: The sante \ddh an additional
signal time duration cut d¥0 us.

overall number of signals but the basic picture remains angbd. The reconstructed positions
of a more quiet time period (betwe8&000 s and7000 s), also shown in Fig. 8.11, shows a lower
signal density and indicate a correlation between signalslé the detector and outside sources,
since no track was reconstructed. For this sample no sustagee was detected.

The reduction of signal sources by applying a signal dumatiat hints the potential of signal
classification. With more sophisticated signal classiicatechniques a further reduction in the
number of signal sources is very likely, but one also has tesicler choosing an acoustically
cleaner location when planning a future acoustic neutretector. While this detector is very
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close to shipping routes as presented in Figs. 8.11, 8.7 lb&ation further from such routes
would most likely reduce the amount of detected sighalse®& maximum detection distance
of about30 km for such sources a distance from standard shipping rguéader than this value
would be required in case signal identification techniquesat prove to be effective enough.
If signal identification proves effective a low noise envingent will result in a more efficient
detector.
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Chapter 9

Summary

The work presented here is about acoustic particle dete@ipossible alternative to optical de-
tection of highly energetic neutrinos. It is based on thegple of a neutrino induced particle
cascade depositing its energy in a medium, thus heating ddeum, water in this case. The
rise in temperature causes the medium, depending on itegies to either expand or contract
thereby producing a bipolar pressure wave which can therteetbd by sensors. Signal ampli-
tudes produced by this mechanism roughly scale wWith- 10 mPa- E.,5./1 EeV at a distance

of 200 m from the cascade, whekg,; represents the energy of the cascade. Depending on the
background these signals can be detected and used to sttidiepateractions at high energies.
In order to investigate the feasibility of acoustic padidetection the water Cherenkov detec-
tor ANTARES, located30 km off the coast of France in the Mediteranean Sea at a depth of
2500 m, was additionally equipped with acoustic sensors, the AMAS system. It consists of
36 sensors distributed in six local cluster of six sensochedhe goal of the acoustic system
AMADEUS is to investigate the acoustic background with eztgo short and long term varia-
tions, study the rate of signals mimicking neutrino intéiaes and to investigate source direction
and source position reconstruction techniques. Theses goakll essential in order to assess the
feasibility of an acoustic particle detector in water. Tmergy threshold is dependent on the
background level, its mean at the ANTARES site-id 0 mPa thus defining an energy threshold
of ~ 1 EeV. Background levels of the AMADEUS system were correlatéh the wind-speed
above the ANTARES detector giving a correlation coefficigint- 80%. While background sur-
veys can be achieved with a single sensor, direction anaedocation reconstruction requires
the evaluation of the data of several sensors. One focusowirk was to evaluate direction
reconstruction techniques making use of local clusterh eaansisting of six hydrophones in a
volume of ~ 1m?>. Local clusters allow for a quick and accurate directiororestruction of

a transient signal. The techniques evaluated are a beaniAigprand a time difference based
algorithm, both assuming a plane wave propagation of thastmosignal. This is valid given
the dimensions of the clusters. Beam-forming is achieveshif§ing the data recorded by each
sensor within a cluster in the time domain and taking the stiall six sensors. Each direction
corresponds to set of time shifts, creating an antennatsetsi one direction. To identify the di-
rection of a signal the entire solid angle is scannelfiateps and the maximum amplitude given
for every analysed direction stored. The signal direct®then given by the global maximum
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of this scan, the direction for which all signals add up carttvely. This method works very
well and has the advantage of not requiring the identificatiba transient signal, a major draw
back of this method is the long computation time necessamptider method rendering the same
results works by analysing the signal detection times fohesnsor within a cluster. The detec-
tion times, defined by the passing of a threshold, are cordgarexpected signal arrival times
for each direction. The signal direction is defined by theimum of this comparison. Given
the same angular resolution using signal detection timabasit100 times faster than the pre-
viously introduced beam-forming method making it the priyndirection method used for data
analysis. Both methods require the precise knowledge ofdlagive positions of the sensors
within a cluster, which were measured before the deployroktite AMADEUS system. The
angular resolution of the direction reconstruction is d@t#yuin the azimuthal and less thdnf

in the zenith angle. The components of the ANTARES deteecwatached to a cable anchored
to the sea floor and held upright by a buoy resulting in two eegiof freedom, rotation and tilt,
caused by the sea current. The resolution in the azimutlgge adependent on the knowledge
of the orientation, which is afflicted with an error of abdw°, and the position of the storey,
about20 cm accuracy, thus leading to the azimuthal angular resolutientioned above. Since
the currents are relatively low at the ANTARES site bm/s) the storeys are hardly displaced
from their upright position thus resulting in a zenith regmn that is governed by the binning of
the algorithm.

Signals detected by the AMADEUS system mainly originaterfrine upper hemisphere-(
80%) and most of these are likely to be of biological or mechdrocigin. The direction recon-
struction capabilities were also demonstrates by trackinging emitters.

Given the directional information provided by each clusiéhydrophones the position of a
source can be identified. It is given by the intersection poirthe lines defined by the position
of each cluster and the identified direction. Simulationsli&s of the source location reconstruc-
tion method, presented in this work, determined an erronénarder o5 m in close vicinity of
the detector, increasing with distance and reaching atiouot at1 km from the detector centre.
The actual error, determined with the help of known emit@sifons, was found to be: 6 m

for sources within the volume of the ANTARES detector, in dagreement with the simulation
results. The capabilities of the AMADEUS system with regardource reconstruction were
impressively demonstrated by tracking a moving emittehatsea surface at a distance of up to
three kilometres.

Finally a density of signals with bipolar content at the ANRBS site was derived indicating a
decreasing number of signals with the distance from thecttetand identifiying the detector as
a source itself.

While one key element, the identification of signals is stilVork in progress, another, the source
location reconstruction of transient signal, has provewadk very well. Source reconstruction
has very much benefited from the use of local clusters as tl@y #or quick direction recon-
struction minimizing the time window needed to be processed greatly simplifying source
location reconstruction. The benefit of these local clsstdearly out-weights the additional
costs of the extra sensors making a design similar to the AKMBB local clusters the ideal
choice for a future acoustic neutrino detector.



Chapter 10

Zusammenfassung

Die hier prasentierte Arbeit beschaftigt sich mit aksistier Teilchendetektion, eine mogliche
Alternative zur optischen Detektion von hochenergetiacNeutrinos. Diese Methode basiert
auf dem Prinzip, dass ein in einem Medium wechselwirkendestiho eine Teilchenkaskade
erzeugt, welche ihre Energie lokal deponiert und damit dasliivim, Wasser in unserem Fall,
erhitzt. Die lokale Erwarmung erzeugt eine KontraktionvbExpansion, abhanging von den
Eigenschaften des Mediums, und damit ein bipolares Sigrdthes mittels Sensoren detektiert
werden kann. Die Amplituden der erzeugten Signale skalieté A ~ 10 mPa: E.,5./1 EeV
bei einem Abstand voR0O0 m von der Kaskade wobéi.,;. die Energie der Kaskade bezeichnet.
Abhanging vom Hintergrund konnen diese Signale genuéztlen um Teilchenwechselwirkun-
gen bei hohen Energien zu untersuchen.

Um die Machbarkeit der akustischen Teilchendetektion zersachen, wurde der Wasser-Che-
renkov Detektor ANTARES, errichtet im Mittelmeer2500 m Tiefe30 km suidlich der franzosi-
schen Kuste, zusatzlich mit akustischen Sensorendldsitias so genannte AMADEUS System
besteht aus 36 Sensoren verteilt auf sechs lokale Clusasrakustische System wurde errichtet
um den Untergrund bzgl. lang- und kurzzeitiger Korrelagiorzu untersuchen, die Rate neu-
trinoahnlicher Signale zu bestimmen und Techniken zun&rgchtung sowie Ursprungsorts-
bestimmung zu untersuchen. Diese Studien sind notwendiglianMachbarkeit der akustis-
chen Teichendetektion zu beurteilen. Der akustische gnied am ANTARES Detektor ist
stark mit der Windgeschwindigkeit Uber dem Detektor kioere(Korrelationskoeffizient von ca.
80%). Im Mittel betragt der Untergrund am Standort des ANTARE&ektors ca~ 10 mPa
und bestimmt damit eine Energieschwelle ven1 EeV. Fur die richtungsunabhangigen Un-
tergrundstudien genigt ein einzelner Sensor wahrenttirigs- sowie Quellortsbestimmung
die Verwendung mehrere Sensoren bedarf. Ein Fokus diedmitAst die Untersuchung von
Methoden zur Signalrichtungs- sowie Quellortsbestimmiunittels lokaler Cluster, welche aus
jeweils sechs Sensoren in einem Volumen vonl m® bestehen. Lokale Cluster bieten den
Vorteil einer schnellen und prazisen Richtungsrekomsitbn eines transienten Signals. Die hi-
erfur untersuchten Methoden sind ein Beam-forming undZaitdifferenzen basierter Algo-
rithmus, beide ausgehend von einer ebenen Welle. Diesehimmast angemessen in Betra-
cht der hier zugrundeliegenden Dimensionen der ClustemB®rming ist realisiert indem die
aufgenommenen Daten der einzelnen Sensoren innerhath@sters zeitlich zu einander ver-
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schoben und dann addiert werden. Diese Operation erzewgytAgitenne die sensitiv auf eine
Richtung in Abhangikeit der Zeitverschiebung ist. Um dielRung eines Signals zu bestimmen
wird der gesamte Raumwinkel it Schritten gescannt und die maximale Amplitude fur jede
Richtung gespeichert. Die Richtung des Signals ist durehgliabale Maximum, die Richtung
fur jene alle Signale konstruktiv interferieren gegeb@iese Methode funktioniert auf3erst gut
und hat den Vorteil keine Signalidentifikation zu benotigéine Nachteil ist die beanspruchte
Rechenzeit. Eine andere Methode, welche die selben Ressliétert, basiert auf der Analyse
der Signalankunftszeiten an den einzelnen Sensoren @abezmes Clusters. Die Ankunftszeit-
en, definiert durch einen Schwellwert, werden mit erwanei@kunftszeiten verglichen. Die
Signalrichtung wird hierbei durch den Minimalwert diesesrdleichs bestimmt. Mit gleicher
Winkelauflosung ist diese Methode d&l0 mal schneller als die Beam-forming Methode. Die
Zeitdifferenzenmethode stellt damit die erste Wahl dard8&ethoden bendtigen die exakten
Positionen der Sensoren innerhalb eines Clusters, wetmhgev Ausbringung des AMADEUS
Systems bestimmt wurden. Die Winkelauflosung der Richételgonstruktion ist c&° fur den
Azimut- und etwas weniger als fur den Zenitwinkel. Da die Komponenten des ANTARES De-
tektors an einem am Meeresboden verankerten und durch ejeeaBfrecht gehaltenem Kabel
montiert sind verbleiben ihnen zwei Freiheitsgrade der&pwg, Rotation in Langs- und Quer-
achse, hervorgerufen durch die Meeresstromung. Die WAnKésung fur den Azimutwinkel ist
abhangig von der Kenntnis der Ausrichtung, welche mitmikehler vori .4° behaftet ist, und
dem Ort, ca20 cm Unsicherheit, des Clusters. Da die Stromungsgesclikegingm ANTARES
Standort relativ gering ist~ 5m/s) werden die Cluster kaum von ihrer aufrechten Lage ver-
drangt was dazu fuhrt dass die Auflosung primar vom Bigrdes verwendeten Algorithmuses
abhangt.

Signale die durch das AMADEUS System detektiert wurden kemrnauptsachlich von der
oberen Hemisphare~( 80%) und stammen mit hoher Wahrscheinlichkeit von mechanische
und biologischen Quellen. Die Richtungsrekonstruktiahgfkeiten des Systems wurde unter
anderem mit der Verfolgung bewegter Quellen demonstriert.

Mittels der Richtungsinformation einer Mehrzahl von Carstvon Hydrophonen und deren Po-
sitionen kann der Quellort eines Signals bestimmt werdensttdurch den Schnittpunkt, der
durch den Ort und die Richtung aufgespannten Geraden degleen Cluster gegeben. Durch,
in dieser Arbeit demonstrierte, Simulationen der Quedloestimmungsmethode wurde eine Un-
sicherheit von cab m in der naheren Umgebung des ANTARES Detektors, welcheenit Ab-
stand zum Detektor a5 m bei einem Abstand vorhkm zunimmt, ermittelt. Die eigentliche
Unsicherheit, ermittelt mithilfe des Positionierungdsyss des ANTARES Detektors, betragt
~ 6m fur Quellen in der Nahe des Detektors, was in gltbereinstimmung mit den Simu-
lationsdaten ist. Die Moglichkeiten des AMADEUS Systemreiauch eindrucksvoll anhand
einer bewegten Oberflachenquelle demonstriert.

Zum Schluss wurde eine Quelldichte fur Signale mit bipetaAnteil in der Umgebung des
ANTARES Detektors bestimmt, welche einen hohen Anteil deelign im Detektor zeigt und
mit steigendem Abstand abnimmit.

Wahrend ein Schlisselelement, die Klassifizierung tesmsr Signale, noch in der Entwick-
lungsphase steckt, kann die Ortsbestimmung als fortgétsehbetrachtet werden. Die Ortsbes-
timmung, wie sie hier prasentiert wurde, profitiert stadnwder Verwendung lokaler Cluster,
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da diese eine effiziente Richtungsrekonstruktion erncbglh und damit eine Ortsbestimmung
deutlich vereinfachen. Der Vorteil der durch diese Clustetsteht Ubertrifft bei weitem die

zusatzlichen finanziellen Kosten und stellt damit ein wips Element fur einen zukinftigen
akustischen Neutrinodetektor dar.
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